Universal Private Estimators

Wei Dong
Hong Kong University of Science and Technology
Hong Kong, China
wdongac@cse.ust.hk

Ke Yi
Hong Kong University of Science and Technology
Hong Kong, China
yike@cse.ust.hk

ABSTRACT

We present universal estimators for the statistical mean, variance, and scale (in particular, the interquartile range) under pure differential privacy. These estimators are universal in the sense that they work on an arbitrary, unknown continuous distribution \( \mathcal{P} \) over \( \mathbb{R} \), while yielding strong utility guarantees except for ill-behaved \( \mathcal{P} \). For certain distribution families like Gaussians or heavy-tailed distributions, we show that our universal estimators match or improve existing estimators, which are often specifically designed for the given family and under a priori boundedness assumptions on the mean and variance of \( \mathcal{P} \). This is the first time these boundedness assumptions are removed under pure differential privacy. The main technical tools in our development are instance-optimal empirical estimators for the mean and quantiles over the unbounded integer domain, which can be of independent interest.
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1 INTRODUCTION

Parameter estimation is a central problem in statistics, data mining, and machine learning. Let \( \mathcal{P} \) be a continuous probability distribution over \( \mathbb{R} \) with density function (pdf) \( f(x) \), and let \( F(x) \) be its cumulative distribution function (CDF). We consider the following three fundamental parameters, mean, variance, and IQR:

\[
\mu_{\mathcal{P}} = \int_{-\infty}^{\infty} x f(x) \, dx, \quad \sigma^2_{\mathcal{P}} = \int_{-\infty}^{\infty} (x - \mu)^2 f(x) \, dx, \quad \text{IQR}_{\mathcal{P}} = F^{-1}(3/4) - F^{-1}(1/4).
\]

Note that the interquartile range (IQR) is a widely used parameter for the scale of \( \mathcal{P} \), but the particular choices of 1/4 and 3/4 are not very important: changing them to other constants does not affect our results (for both error bound and the requirement of \( n \)) asymptotically. For simplicity, we omit the subscript \( \mathcal{P} \) when there is no confusion.

Given an i.i.d. sample \( D = (X_1, \ldots, X_n) \) drawn from \( \mathcal{P}^n \), the standard estimators for these parameters are (we reorder \( D \) such that \( X_1 \leq \cdots \leq X_n \)):

\[
\hat{\mu}(D) = \frac{1}{n} \sum X_i, \quad \hat{\sigma}^2(D) = \frac{1}{n} \sum (X_i - \hat{\mu}(D))^2, \quad \text{IQR}(D) = X_{n/4} - X_{3n/4},
\]

which are often called the sample or empirical mean, variance, and IQR. They all converge to the true parameter respectively at a rate of \( O(1/\sqrt{n}) \), and the difference between the empirical parameter and the statistical parameter is referred to as the sampling error. Importantly, all these estimators are universal, namely, they work on an arbitrary, unknown \( \mathcal{P} \). The \( O(1/\sqrt{n}) \) convergence rate is optimal for many families of distributions, but not all. For instance, the mid-range estimator \( (X_1 + X_n)/2 \) is a better estimator of \( \mu \) for uniform distributions with a convergence rate of \( O(1/n) \). However, such distribution-specific estimators are less used in practice as we usually do not know which family \( \mathcal{P} \) is chosen from, and they may fail miserably when the distributional assumption does not hold (e.g., the mid-range estimator is a very bad estimator of the Gaussian mean).

In this paper, we design universal estimators under differential privacy (DP) [33]. A randomized mechanism \( M : \mathcal{X}^n \rightarrow \mathcal{Y} \) satisfies \((\epsilon, \delta)\)-DP if for any two neighboring datasets \( D \sim D' \) (i.e., \( D \) and \( D' \) differ by one record), and any \( S \subseteq \mathcal{Y} \),

\[
\Pr[M(D) \in S] \leq e^\epsilon \cdot \Pr[M(D') \in S] + \delta,
\]

for some privacy parameters \( 0 < \epsilon < 1, 0 \leq \delta < 1/n^{o(1)} \). For statistical estimation problems, the high-privacy regime (e.g., \( \epsilon < 1/\sqrt{n} \)) is more interesting; otherwise, the error would be dominated by the sampling error for many distributions (i.e., privacy is free). This is because the privacy error is \( O(1/(\varepsilon n)) \) while the sampling error is \( O(1/\sqrt{n}) \). The case \( \delta = 0 \) is often called pure DP, abbreviated as DP. It is preferable than the \( \delta > 0 \) case, since \( \delta \) corresponds to the probability of catastrophic privacy breaches. However, there are strong separation results showing that for certain problems, DP is strictly harder to achieve than \((\epsilon, \delta)\)-DP [10, 16, 21, 36, 62]. Note that, when designing a private estimator, the DP guarantee should hold for any two neighboring datasets \( D, D' \), and (1) is only over the internal randomness of \( M \). When analyzing its utility, however, the randomness in both \( D \) and \( M \) is taken into consideration.

The past several years, quite a number of private estimators have been proposed in the literature as summarized in Table 1. With
In this paper, we design universal private estimators under pure DP for \( \mu, \sigma \), \( IQR \) and their assumptions. As we shall see below, compared to previous, but existing algorithms either do not provide utility guarantees [3, 4, 50, 55] or only work over a finite domain \( \mathcal{N} = \{0, 1, \ldots, N\} \) [7, 38, 53]. To reduce the domain from \( \mathbb{Z} \) to a finite one, the natural idea is to use the empirical range \( \mathcal{R}(D) = [X_{\min}, X_{\max}] \) as the domain. However, doing so violates DP, and we must use a privatized \( \mathcal{R}(D) \). A good \( \mathcal{R}(D) \) should be close to \( \mathcal{R}(D) \) in both location and scale. We thus approach the problem in two steps. First, we obtain a privatized radius of \( D \), which is defined as \( \text{rad}(D) = \max |X_i| \). We show that our privatized radius is not too much larger than \( \text{rad}(D) \) while covering all but \( O(\log \log(\text{rad}(D))/\varepsilon) \) elements \( \varepsilon \) in \( D \):

**Theorem 1.1 (Theorem 2.1, informal).** There exists an \( \varepsilon \)-DP mechanism such that for any \( D \in \mathbb{Z}^n \), it returns a \( \text{rad}(D) \) such that

\[
\text{rad}(D) \leq 2 \cdot \text{rad}(D) \cap [\text{rad}(D), \text{rad}(D)] = O\left(\frac{1}{\varepsilon} \log \log (\text{rad}(D))\right).
\]

In the second step, we try to find a rough location of \( \mathcal{R}(D) \). As we have bounded most elements into \( [\text{rad}(D), \text{rad}(D)] \), this can be done by using a finite-domain private median (Appendix B.5). Then we shift \( D \) to the median and invoke again our private radius estimator. This results in a privatized \( \mathcal{R}(D) \), whose width is not too much larger than \( \text{rad}(D) \) while covering all but \( O(\log \log(\text{rad}(D))/\varepsilon) \) elements \( \varepsilon \) in \( D \):

**Theorem 1.2 (Theorem 2.2, informal).** There exists an \( \varepsilon \)-DP mechanism such that for any \( D \in \mathbb{Z}^n \) and \( n \) not too small, it returns a range \( \mathcal{R}(D) \) such that \( |\mathcal{R}(D)| \leq 4 \cdot \gamma(D) \), and \( |\mathcal{R}(D)| = O\left(\frac{1}{\varepsilon} \log \log (\gamma(D))\right) \).

We can now invoke existing finite-domain empirical mean estimators [7, 38, 53] using \( \mathcal{R}(D) \) as the domain, but it turns out that using \( \mathcal{R}(D) \) directly with the clipped mean estimator (Appendix B.6) yields an even better result:

**Theorem 1.3 (Theorem 2.3, informal).** There exists an \( \varepsilon \)-DP mechanism such that for any \( D \in \mathbb{Z}^n \) and \( n \) not too small, it returns a \( \mu(D) \) such that \( |\mu(D) - \mu(D)| = O\left(\frac{|D|}{\varepsilon n} \log \log (\gamma(D))\right) \).

\(^1\)In this paper, we use \( e \) as the base of log and define \( \log(x) = 1 \) for any \( x \leq e \), unless stated otherwise.

\(^2\)All results stated in Section 1 hold with constant success probability.
[38, 62] show that the width $\gamma(D)$ is an instance-specific lower bound. More precisely, any mean estimator under DP (pure or not) has to incur an error of $O(\gamma(D)/n)$ on $D$ or one of its neighbors (see Appendix B.3 for more details), so a result like Theorem 1.3 can be considered instance-optimal, where the extra $O(\log(\gamma(D))/\epsilon)$ factor is the optimality ratio. In contrast, the optimality ratio in [38] is $O(\log N/\epsilon)^3$. Thus, we obtain an improvement even in the finite-domain case. Furthermore, we show that the optimality ratio cannot be better than $O(\log \log N/\epsilon)$ in the finite-domain case:

**Theorem 1.4 (Theorem 2.4).** For any $\epsilon$, any integer $N \geq 1$, $n > \log \log_2 N/\epsilon$, and any $\epsilon$-DP mechanism $M: [N]^n \rightarrow \mathbb{R}$, there exists $D \in [N]^n$, such that $|M(D) - \mu(D)| \geq \frac{\gamma(D)}{36\epsilon} \log \log_2(N)$.

For quantile estimation, there exists a finite-domain estimator (Appendix B.5) that achieves a rank error of $O(\log N/\epsilon)$. Invoking it with $\mathcal{R}(D)$ immediately yields:

**Theorem 1.5 (Theorem 2.5, informal).** There exists an $\epsilon$-DP mechanism such that for any $D \in \mathbb{R}^n$, any $1 \leq \tau \leq n$, and $n$ not too small, it returns a value $X_\tau$ such that $X_{\tau-1} \leq X_\tau \leq X_{\tau+1}$, for some $t = O\left(\frac{1}{\epsilon} \log(\gamma(D))\right)$.

In the finite-domain case, it is known that the rank error has to be $O(\log \log N/\epsilon)$ for at least one $D$, by a reduction from the interior point problem [9, 16]. In contrast, our error guarantee is a more instance-specific one, which is also worst-case optimal in the finite-domain case.

In addition, it is worth pointing out that sum estimation is equivalent to answering self-joint-free aggregation queries in a relational database under user-level privacy protection [22], which has been widely researched in database community. In that problem, the state-of-the-art algorithm [22] achieves the error $O(\log_2(N) \log \log(N))$ and also requires a domain assumption $N$. Consequently, our result also yields a significant in that problem.

### 1.2 Statistical Mean Estimation

Next, we move onto the statistical setting, where $D$ is an i.i.d. sample drawn from some arbitrary, unknown $\mathcal{P}$. Before we can apply our infinite-domain empirical mean estimator (Theorem 1.3), we have to discretize $\mathbb{R}$. Since the sampling error is already $O(\sigma/\sqrt{n})$, a bucket size of $b \leq \sigma/n$ would suffice. However, $\sigma$ is not known; actually, estimating $\sigma$ is another mean estimation problem. Under assumption A2, prior work [17, 41, 43, 45] usually used $b = \sigma_{\min}/n$ as the bucket size. Without any assumptions, we seek to find a privatized lower bound of $\sigma$ and use that as the bucket size. After that, we can apply Theorem 1.3, but this leads to sub-optimal errors in the statistical setting. The reason is that in the empirical setting, we wish to minimize the number of points outside $\mathcal{R}(D)$, which translates into the optimality ratio. When $D$ is an i.i.d. sample, the points in $D$ are more well-behaved and we can use a smaller $\mathcal{R}(D)$ to clip $D$ more aggressively. Our idea is thus to find $\mathcal{R}(D')$ on a sub-sample $D'$ of $D$ and apply the clipped mean estimator. It turns

\[ |D'| = \epsilon n \text{ is the right sub-sample size, which yields our main result on a universal private mean estimator:} \]

**Theorem 1.6 (Theorem 3.5, informal).** There exists an $\epsilon$-DP mechanism such that for any $\mathcal{P}$, given $D \sim \mathcal{P}^n$, if

\[
n > \Omega\left(\frac{1}{\epsilon} \log \log \frac{1}{\epsilon} \frac{1}{\phi(1/16)} + \frac{1}{\epsilon} \log \log (IQR) + \frac{1}{\epsilon} \log \left[|\mu| + \sigma + \gamma(n)\right] \frac{|\phi(1/16)|}{\phi(1/16)}\right),
\]

then it returns a $\bar{\mu}$ such that

\[
|\mu - \bar{\mu}| = O\left(\min_{\xi \geq 0} \gamma(n) + 2\sigma \left[E[X < \mu - \xi] + E[X > \mu + \xi]\right]
\]

\[
+ \frac{\epsilon}{n} \log \log \frac{\gamma(n)}{\phi(1/16)} + \frac{\sigma}{\epsilon}\right).
\]

The formal definitions of $\phi(1/16)$, $\gamma(n)$, $E[X < \mu - \xi]$, and $E[X > \mu + \xi]$ are given in Appendix B.1. Roughly speaking, $\phi(1/16)$ is the minimum width of any interval with a probability mass $1/16$, which is strictly positive for any continuous distribution $\mathcal{P}$. This term is required due to the searching for a proper bucket size. For all well-behaved $\mathcal{P}$, $\phi(1/16) = \Theta(\sigma)$, but it may get arbitrarily small (e.g., when $f$ has a very narrow and high peak), which we call ill-behaved. Nevertheless, we would like to stress that (1) our algorithm does not need to know $\phi(1/16)$ a priori (the analysis needs it a posteriori); (2) our dependency on $1/\phi(1/16)$ will be logarithmic or even log log; and (3) we did not try to optimize the constant $1/16$. $\gamma(n)$ is a constant-probability bound on $\gamma(D') = X_{n'-1}' - X_{n'+1}'$ when $D'$ is a random sample of size $\epsilon n$ drawn from $\mathcal{P}$, while $E[X < \mu - \xi]$ and $E[X > \mu + \xi]$ are the contributions to $\mu$ from the regions outside $[\mu - \xi, \mu + \xi]$, which correspond to (part of) the bias in $\bar{\mu}$. The last term in the $\min \{|\ldots\}$ of (3) is the DP noise (both bias and variance). Importantly, the achieved error is the best bias-variance trade-off over all possible $\xi > 10 \cdot \gamma(\epsilon) + 2\sigma$. The last term in (3) is the sampling error, which exists even in the non-private setting, so it does not depend on $\epsilon$.

Most prior works in the statistical setting state their results in terms of sample complexity, namely, what is the required sample size $n$ for achieving error $\alpha$. Our lower bound requirement (2) on $n$ easily translates into a term in the sample complexity, but it is cumbersome to rewrite (3) due to the use of $\gamma(n)$ and the $\min_{\xi}$. To facilitate the comparison, below we relax $\gamma(n)$ appropriately and consider some fixed $\xi$. This will result in simpler (but possibly looser) versions of Theorem 1.6 in terms of the sample complexity. We may also use the $O$ notation to suppress polylogarithmic factors in $n, \frac{1}{\epsilon} \log |\mu|, \log \log \frac{1}{\epsilon} |\mu|, \log \log \frac{1}{\epsilon} \frac{\sigma}{\epsilon}, \log \frac{\min_{\xi}}{\epsilon}$.

**Gaussian distributions.** If $\mathcal{P}$ is a Gaussian, then $\phi(1/16) = \Theta(\sigma)$ and $\gamma(n) = \tilde{O}\left(\sigma \log(\epsilon)\right)$. We fix $\xi = c \cdot \sigma \log(\epsilon)$ for some large constant $c$. Then Theorem 1.6 simplifies into:

**Theorem 1.7 (Theorem 3.6).** For any Gaussian $\mathcal{P}$ and any $\alpha > 0$, the $\epsilon$-DP mechanism from Theorem 1.6 takes $n = \tilde{O}\left(\frac{1}{\epsilon} \log \frac{|\mu|}{\sigma} + \frac{1}{\epsilon} \log \frac{\sigma}{\epsilon} + \frac{\sigma}{\epsilon} \frac{\min_{\xi}}{\epsilon}\right)$ samples and returns a $\bar{\mu}$ such that $|\mu - \bar{\mu}| \leq \alpha$.

For Gaussian mean, [45] and [11, 41] gave two $\epsilon$-DP mechanisms under $A1/A2$. Their sample complexities are $n = \tilde{O}\left(\frac{1}{\epsilon} \log \frac{R}{\epsilon} + \frac{1}{\epsilon} \log \frac{\min_{\xi}}{\epsilon} + \frac{1}{\epsilon} \frac{\max_{\xi}}{\epsilon} + \frac{\sigma}{\epsilon} \frac{\max_{\xi}}{\epsilon}\right)$, respectively, both inferior to Theorem 1.7.
[45] show that $\Omega \left( \frac{1}{\varepsilon} \log \frac{R}{\sigma^2} + \frac{\sigma^2}{\varepsilon^2} \right)$ samples are necessary. In fact, they have proved it is a worst-case lower bound, i.e., for any $R, \sigma$, and any $\varepsilon$-DP mechanism $\mathcal{P}$, there exists a Gaussian distribution $\mathcal{P}'$ with $|\mu_\mathcal{P}| \leq R, \sigma_\mathcal{P} = \sigma$ such that $\mathcal{M}$ requires $\Omega \left( \frac{1}{\varepsilon} \log \frac{R}{\sigma^2} + \frac{\sigma^2}{\varepsilon^2} + \frac{\sigma_{\mathcal{M}}}{\varepsilon \sigma^2} \right)$ samples to estimate $\mu_\mathcal{P}'$ within an error of $\sigma$. Our mechanism indeed requires this many samples on a $\mathcal{P}$ with $|\mu_\mathcal{P}| = R, \sigma_\mathcal{P} = \sigma$, thus no contradiction.

Heavy-tailed distributions. Next, we consider the case where $\mathcal{P}$ has a finite $k$th central moment $\mu_k$ for some $k \geq 2$. In this case, we have $y(e^n) < O \left( (e^n \mu_k)^{1/k} \right)$. Fixing $\xi = c \cdot (e^n \mu_k)^{1/k}$ for some large $c$, we can show that Theorem 1.6 simplifies to:

**Theorem 1.8 (Theorem 3.9).** For any $\mathcal{P}$ with $k$-th central moment $\mu_k$ for some $k \geq 2$, and any $\alpha > 0$, the $\varepsilon$-DP mechanism in Theorem 1.6 takes

$$n = \tilde{O}\left( \frac{1}{\varepsilon} \log \frac{\|\mu\| + (e^n \mu_k)^{1/k}}{\phi(1/16)} + \frac{\sigma^2}{\alpha^2} + \frac{\mu_k^{1/(k-1)}}{\varepsilon \alpha^{2(k-1)/(k-1)}} \right)$$

(4)

samples and returns a $\tilde{\mu}$ such that $|\tilde{\mu} - \mu| \leq \alpha$.

As our universal estimator does not need to know $k$ and $\mu_k$. Theorem 1.8 actually holds for any $(k, \mu_k)$, and the bound should really be the infimum over all $k$. In particular, if $\mathcal{P}$ is Gaussian, for which $\mu_k \leq \sigma^2(k-1)!$ for all $k$, Theorem 1.8 essentially degenerates into Theorem 1.7 by setting $k$ to a large constant. Anyway, we would still state Theorem 1.8 for a single $k$ for ease of comparison with prior work. Also note that, as $k$ gets smaller, the privacy term $\frac{\mu_k^{1/(k-1)}}{\varepsilon \alpha^{2(k-1)/(k-1)}}$ becomes more significant compared with the sampling error $\sigma^2/\alpha^2$. This is intuitive: As $\mathcal{P}$ more spreads out, the individual values in the sample become more important, hence a higher cost for privacy. For $k = 2$, the privacy term would dominate the sampling error for all $\varepsilon \leq 1$.

For heavy-tailed distributions, the previous $\varepsilon$-mechanism [44] requires $A1/A2$ for $A2$, their assumption is that $\mu_k \leq \tilde{\mu}_k \leq k^{\varepsilon}$ for a given $\mu_k$. Their sample complexity is

$$n = \tilde{O}\left( \frac{1}{\varepsilon} \log \frac{R}{\mu_k^{1/k}} + \frac{\sigma^2}{\alpha^2} + \frac{\mu_k^{1/(k-1)}}{\varepsilon \alpha^{2(k-1)/(k-1)}} \right)$$

(5)

The sampling error term $\frac{\sigma^2}{\alpha^2}$ in (5) is the same as the one in (4). For the privacy term (the last term in (5)) to match that in (4), they will need $\mu_k$ to be a constant-factor approximation of $\mu_k$, which is not known how to obtain in a DP fashion. In fact, if $\mu_k = \infty$, there is no way to obtain such a $\tilde{\mu}_k$ even in the non-private setting other than by assumption. Assuming such a $\tilde{\mu}_k = \tilde{O}(\mu_k)$ is given, it remains to compare $O\left( \log \frac{\|\mu\| + (e^n \mu_k)^{1/k}}{\phi(1/16)} \right)$ and $O\left( \log \frac{R}{\mu_k^{1/k}} \right)$.

Since $|\mu| \leq R, \mu_k^{1/k} \leq R$, the former is always better unless $\mathcal{P}$ is ill-behaved: $\log \frac{1}{\phi(1/16)} = O\left( \log \frac{1}{\mu_k^{1/k}} \right)$, i.e., $\phi(1/16)$ is more than polynomially smaller than $\mu_k^{1/k}$. [44] also prove that $\Omega \left( \frac{1}{\varepsilon \alpha^{2(k-1)/(k-1)}} \right)$ samples are necessary. Similar to the argument in the Gaussian case, this lower bound is worst-case. It does not imply that this many samples are needed for every $\mathcal{P}$, or that the $\mu_k \leq \tilde{\mu}_k$ assumption is needed a prior.

**Arbitrary distributions.** If $\mathcal{P}$ only has finite $\mu_2 = \sigma^2$, this corresponds to the most difficult distributions. Note that in this case, the sample complexity of [44] becomes

$$n = \tilde{O}\left( \frac{1}{\varepsilon} \log \frac{R}{\sigma_{\max}} + \frac{\sigma^2}{\varepsilon^2} + \frac{\sigma_{\max}^2\varepsilon}{\varepsilon} \right) = \tilde{O}\left( \frac{1}{\varepsilon} \log \frac{R}{\sigma_{\max}} + \frac{\sigma_{\max}^2}{\varepsilon^2} \right)$$

(6)

For this problem, [17] proposed a different mean estimator under A1/A2 with the sample complexity

$$n = \tilde{O}\left( \frac{1}{\varepsilon} \log \frac{R}{\sigma_{\min}} + \frac{\sigma^2}{\varepsilon^2} + \frac{\sigma_{\min}^2\varepsilon}{\varepsilon} \right).$$

(7)

These two results do not dominate each other. If the given $\sigma_{\max}$ is a constant-factor approximation of $\sigma$, then (6) is better than (7); otherwise, (6) can be arbitrarily worse than (7). Note that again there is no way to obtain a good $\sigma_{\max}$ other than by assumption for a $\mathcal{P}$ with $\mu_k = \infty$.

Meanwhile, our algorithm is better than both [44] and [17] except for ill-behaved $\mathcal{P}$. Setting $k = 2$, (4) becomes

$$n = \tilde{O}\left( \frac{1}{\varepsilon} \log \frac{\|\mu\| + \sqrt{\sigma}}{\phi(1/16)} + \frac{\sigma^2}{\varepsilon^2} \right).$$

(8)

We have already compared with [44] above for a general $k$. For the comparison with [17], in addition to achieving pure DP, we see that the second term in (8) is strictly better than the last two terms in (7). The first term in (8) is also better than that in (7) in most reasonable cases, unless $\mathcal{P}$ is ill-behaved ($\phi(1/16) \ll \sigma$) or a very small $R$ is given (which would make the mean estimation problem meaningless).

### 1.3 Statistical Variance Estimation

For variance estimation, we first use the standard technique of randomly pairing up the elements in $D$. For each pair $(X, X')$, compute $Z = (X - X')^2$, and let $H = \{Z_1, Z_2, \ldots, Z_{n/2}\}$ be the resulting $Z$'s. Since $E[Z] = 2\sigma^2$, the problem boils down to estimating $E[Z]$. As our mean estimator is universal, we can apply it directly without worrying about the distribution of $Z$. In fact, the algorithm is even simpler, since the range of $Z$ is zero-centered thus easier to find. The following is our main result on universal variance estimation:

**Theorem 1.9 (Theorem 5.2 in our full version paper [25], informal).** There exists an $\varepsilon$-DP mechanism such that for any $\mathcal{P}$, given $D \sim \mathcal{P}^n$, if

$$n > \Omega \left( \frac{1}{\varepsilon} \log \frac{1}{\phi(1/16)} + \frac{1}{\varepsilon} \log \log (\text{IQR}) \right),$$

then it returns a $\tilde{\sigma}$ such that

$$|\sigma^2 - \tilde{\sigma}^2|$$

$$= O\left( \min_{\xi \geq 2\sqrt{\varepsilon} + \xi} \left| E[Z] > 2\sigma^2 + \xi \right| + \frac{\xi}{en} \log \frac{\gamma(e^n)}{\phi(1/16)} + \sqrt{\frac{\mu_4}{n}} \right).$$

Going through similar exercises, we obtain simplified results in terms of the sample complexity for specific distributions.

---

The result in [17] is claimed under CDP, which leads to a result under pure-DP by changing a distribution of noise.
Gaussian distributions. For Gaussian distributions, we have \( \mu_k = O(\sigma^2) \), and the simplified result is:

**Theorem 1.10 (Theorem 5.3 in our full version paper [25]).**

For any Gaussian \( \mathcal{P} \), and any \( \alpha > 0 \), the \( \epsilon \)-DP mechanism from Theorem 1.9 takes

\[
n = \tilde{O} \left( \frac{1}{\epsilon} \max \left\{ \log \log \sigma, \log \log \frac{1}{\sigma} + \frac{\sigma^4}{\alpha^2 + \frac{\sigma^2}{\epsilon \alpha}} \right\} \right) \tag{9}
\]
samples and returns a \( \tilde{\sigma}^2 \) such that \( |\tilde{\sigma}^2 - \sigma^2| \leq \alpha \).

The last two terms are the same as for Gaussian mean estimation (Theorem 1.7), except that \( \sigma \) is replaced by \( \sigma^2 \). The first term is more interesting, where we are able to reduce a log term to a log log. This is exactly due to the simplification mentioned above: finding the width of the range enclosing \( \tilde{Z} \) is exponentially easier than finding its location. Meanwhile, since the error in \( \tilde{\sigma}^2 \) is relative to \( \sigma^2 \) itself (in contrast, the error in \( \tilde{\mu} \) is relative to \( \sigma \), we have to prepare for the case where \( \sigma \) is very small, hence the log \( \log \frac{1}{\sigma} \) term in (9).

There are two existing Gaussian variance estimators that do not dominate each other. [45] under A1/A2 achieve a sample complexity of

\[
n = \tilde{O} \left( \frac{1}{\epsilon} \log \frac{R_{\text{min}}}{\sigma_{\text{min}}} + \frac{1}{\epsilon} \log \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}} + \frac{\sigma^4}{\alpha^2} + \frac{\sigma^4}{\epsilon \alpha} \right), \tag{10}
\]

while [11, 41] under A2 achieve sample complexity

\[
n = \tilde{O} \left( \frac{1}{\epsilon} \log \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}} + \frac{\sigma^4}{\alpha^2} + \frac{\sigma^4}{\epsilon \alpha} \right). \tag{11}
\]

These two results are incomparable: (11) has an (almost) quadratically better privacy term (the last term) than (10), but its dependency on \( \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}} \) is exponentially worse. On the other hand, (9) is better than both, unless A2 already gives a tight range for \( \sigma \). In fact, if we are also given \( \sigma_{\text{min}} \), we can scale the data by \( \frac{1}{\sigma_{\text{min}}} \), and (9) would further simplify to \( n = \tilde{O} \left( \frac{1}{\epsilon} \log \frac{\sigma}{\sigma_{\text{min}}} + \frac{\sigma^4}{\alpha^2} + \frac{\sigma^4}{\epsilon \alpha} \right) \), which is always better than both (10) and (11).

Heavy-tailed distributions. Theorem 1.9 can be simplified into the following bound in terms of the central moments:

**Theorem 1.11 (Theorem 5.5 in our full version paper [25]).**

For any \( \mathcal{P} \), and any \( \alpha > 0 \), the \( \epsilon \)-DP mechanism in Theorem 1.9 takes

\[
n = \tilde{O} \left( \frac{1}{\epsilon} \log \frac{\mu_k}{\sigma_{\text{min}}} + \frac{1}{\epsilon \alpha} + \frac{1}{\epsilon^3} + \frac{\sigma^4}{\alpha^2} + \frac{\sigma^4}{\epsilon \alpha} \right)
\]
samples and returns a \( \tilde{\sigma}^2 \) such that \( |\tilde{\sigma}^2 - \sigma^2| \leq \alpha \).

This is the first private variance estimator for heavy-tailed distributions.

### 1.4 IQR Estimation

Our IQR estimator is very simple: Discretize \( \mathbb{R} \) using an appropriate bucket size return \( X_{3n/4} - X_{n/4} \) using Theorem 1.5. We show that it achieves the following sample complexity:

**Theorem 1.12 (Theorem 6.2 in our full version paper [25]).**

There exists an \( \epsilon \)-DP mechanism such that for any \( \mathcal{P} \) and any \( \alpha > 0 \), it takes

\[
n = \tilde{O} \left( \frac{1}{\epsilon} \log \frac{\mu_k}{\sigma_{\text{min}}} + \frac{1}{\epsilon \alpha} \log \frac{\mu_k}{\sigma_{\text{min}}} + \frac{1}{\epsilon^3} + \frac{1}{\epsilon^2} \right)
\]
samples and returns an \( IQR \) such that \( |IQR - \tilde{IQR}| \leq \alpha \).

Here, \( \theta(\cdot) \) is the average value of \( f(x) \) in an interval of width \( \alpha \) near \( F^{-1}(1/4) \) and \( F^{-1}(3/4) \) (formal definition given in our full version paper [25]). The previous IQR estimator [30] only satisfies \( \epsilon, \delta \)-DP. Their sample complexity is

\[
n = \tilde{O} \left( \frac{1}{\epsilon \alpha} + \frac{1}{\epsilon^3} \right)
\]

To simplify the comparison between (12) and (13), we consider a well-behaved \( \mathcal{P} \) where \( \theta(\alpha) = \Theta(1/IQR) \) (e.g., for Gaussians, we have \( \theta(\alpha) = \Theta(1/IQR) = \Theta(1/\sigma) \) for all \( \alpha \leq \sigma \) and ignore the logarithmic terms. Then (12) simplifies to \( \tilde{O} \left( \frac{IQR^6}{\alpha^2} \right) \) while (13) becomes \( \tilde{O} \left( \frac{1}{\alpha^2} + \frac{1}{\alpha^6} + \frac{1}{\epsilon^3} \right) \).

Note that their sampling error \( IQR^6 + \frac{1}{\alpha^2} \) is \( \Omega \) (of \( IQR^6 \)) \( \frac{1}{\alpha^2} \) times, \( \frac{1}{\alpha^6} \) times their privacy term \( \frac{IQR^6}{\alpha^2} \) is exponentially worse than ours. In particular, we get the right convergence rate \( \alpha \propto 1/(\epsilon n) \) for the privacy noise, which agrees with that for \( \mu \) and \( \sigma^2 \). On the other hand, their rate is \( \alpha \propto 1/(\epsilon n) \).

### 1.5 Open Problems

The first open problem, obviously, is to extend our result to high dimensions. The challenge here is to achieve the optimal dependency on \( d \) (see Appendix A for more details). Another interesting direction is that, since the utility guarantees of our estimators depend on the parameters of \( \mathcal{P} \) to be estimated, we cannot output confidence intervals. One possible solution is to derive privatized upper bounds of these parameters, but it may be challenging to make these upper bounds as tight as possible.

### 1.6 Organization

The paper is organized as follows. The formal definitions of certain concepts introduced above are given in Appendix B, together with some building blocks for our algorithm. In Section 2, we present our estimators in the empirical setting. In Section 3, we describe our universal mean estimator; estimators for variance and IQR are deferred to our full version paper [25]. Additional discussion of related work is also given in Appendix A.

### 2 EMPIRICAL ESTIMATORS

In this section, we design \( \epsilon \)-DP mechanisms for estimating \( \mu(D) \) and \( X_r \), where \( D \) is taken from \( \mathcal{P} \). We will first obtain \( \mathcal{R}(D) \), a privatized \( \mathcal{R}(D) \), and then invoke INV and the clipped mean estimator. It turns out that the instance optimality ratio crucially depends on how well \( \mathcal{R}(D) \) approximates \( \mathcal{R}(D) \). The extension to the continuous domain is given in our full version paper [25].
2.1 Estimate Radius

Before estimating \( R(D) \), we first estimate \( \text{rad}(D) \). We will show how to obtain a \( \text{rad}(D) \) such that \( \text{rad}(D) \leq 2 \cdot \text{rad}(D) \) while \([\neg \text{rad}(D), \text{rad}(D)]\) covers all but \( O(\log(\text{rad}(D))) \) elements of \( D \).

Let \( \text{Count}(D, x) = |D \cap [-x, x]| \). It is easy to see that \( \text{Count}(\cdot, x) \) has the global sensitivity 1 for any \( x \), while \( \text{rad}(D) \) is exactly the smallest \( x \) such that \( \text{Count}(D, x) \geq n \). Thus, a natural idea is to feed the query sequence \( \text{Count}(D, x) \) for \( x = 0, 1, 2, 4, 8, \ldots \) to SVT with a threshold of \( T = n \). However, doing so suffers from the “late stop” problem, i.e., SVT may stop at a \( \text{rad}(D) \) that is too large due to the exponential growth rate of \( x \). On the other hand, reducing the growth rate increases the length of the query sequence, degrading the utility of SVT. Inspired by Lemma B.9, we use \( T = n - 6 \log(2/\beta)/\varepsilon \) so that SVT will stop at the “right” place. The details are shown in Algorithm 8.

![Algorithm 1: InfiniteDomainRadius](image)

The privacy of \( \text{InfiniteDomainRadius} \) follows from that of the SVT and the post-processing property of DP. We analyze its utility below:

**Theorem 2.1.** For any \( D \in \mathbb{Z}^n \), with probability at least \( 1 - \beta \), \( \text{InfiniteDomainRadius} \) returns a \( \hat{\text{rad}}(D) \) such that \( \hat{\text{rad}}(D) \leq 2 \cdot \text{rad}(D) \) and

\[
|D \cap [\neg \hat{\text{rad}}(D), \hat{\text{rad}}(D)]| = O\left(\frac{1}{\varepsilon} \log \left(\frac{\log(\text{rad}(D)) \cdot \beta}{\varepsilon}\right)\right).
\]

For the space limit, all proofs are moved to our full version paper [25].

2.2 Estimate Range

To find a good privatized range \( \hat{R}(D) \), we first search for an \( \hat{X} \) that is very likely located inside \( R(D) \), which can be done using INV to find a privatized median over a finite domain, as most data have been covered in \([\neg \text{rad}(D), \text{rad}(D)]\). Next, we shift \( D \) to be centered around \( \hat{X} \), and run \( \text{InfiniteDomainRadius} \) again. The detailed algorithm is shown in Algorithm 7.

The privacy of \( \text{InfiniteDomainRange} \) follows from basic composition. Its utility is summarized by the following theorem:

**Theorem 2.2.** Given \( \varepsilon, \beta \), for any \( D \in \mathbb{Z}^n \), if

\[
n > \frac{c_1 \varepsilon}{\varepsilon} \log \frac{\text{rad}(D)}{\beta},
\]

where \( c_1 \) is a universal constant, then with probability at least \( 1 - \beta \), \( \text{InfiniteDomainRange} \) returns a range \( \hat{R}(D) \) such that

\[
|\hat{R}(D)| \leq 4 \cdot \gamma(D),
\]

and

\[
|D \cap \hat{R}(D)| = O\left(\frac{1}{\varepsilon} \log \left(\frac{\log(\gamma(D)) \cdot \beta}{\varepsilon}\right)\right).
\]

2.3 Mean Estimation

With a good \( \hat{R}(D) \), we can now do mean estimation over an infinite domain. The algorithm is shown in Algorithm 3. Its privacy follows from basic composition, while its utility guarantee is as follows:

**Theorem 2.3.** Given \( \varepsilon, \beta \), for any \( D \in \mathbb{Z}^n \), if

\[
n > \frac{c_1 \varepsilon}{\varepsilon} \log \frac{\text{rad}(D)}{\beta},
\]

then with probability at least \( 1 - \beta \), \( \text{InfiniteDomainMean} \) returns a \( \hat{\mu}(D) \) such that

\[
|\hat{\mu}(D) - \mu(D)| = O\left(\frac{\gamma(D)}{\varepsilon n} \log \left(\frac{\log(\gamma(D)) \cdot \beta}{\varepsilon}\right)\right).
\]

In Appendix B.2 and B.3, we give the definition for inward-neighborhood optimality and show for the empirical mean \( \mu(D) \), its lower bound \( L_{\text{in.neighbor}}(D) = \Omega(n \gamma(D)/n) \) for every \( D \). This means \( \text{InfiniteDomainMean} \) is inward-neighborhood optimal with an optimality ratio of \( c = O(\log \gamma(D)/\varepsilon) \) for constant \( \beta \). Below, we show that this \( c \) is worst-case optimal in the finite-domain case. In particular, it implies that the optimality ratio cannot be independent of \( D \).

**Theorem 2.4.** For the empirical mean \( \mu(D) \), given any \( \varepsilon, \gamma \), any integer \( N \geq 1 \), and any \( n > \log \log_2(N)/\varepsilon \), for any \( \varepsilon \)-DP mechanism \( M : [N]^n \rightarrow \mathbb{R} \), there exists \( D \in [N]^n \), such that

\[
\text{Err}(M, D) \geq \frac{\gamma(D)}{3\varepsilon n} \log \log_2(N).
\]
2.4 Quantile Estimation

Similarly, to find a privatized quantile over an infinite domain, we invoke \texttt{FiniteDomainQuantile} with \( \tilde{R}(D) \). The algorithm is shown in Algorithm 4. Its privacy is straightforward, while achieving \( O(\log(\text{rad}(D))/\epsilon) \) rank error:

**Theorem 2.5.** Given \( \epsilon, \beta \), for any \( D \in \mathbb{R}^n \) and any \( 0 \leq \tau \leq n \), if

\[
 n > c_1 \frac{1}{\epsilon} \log(\text{rad}(D)/\beta) ,
\]

where \( c_1 \) is a universal constant, then with probability at least \( 1 - \beta \), \texttt{FiniteDomainQuantile} returns a value \( \tilde{X}_\tau \) such that

\[
 X_{\tau-i} \leq \tilde{X}_\tau \leq X_{\tau+i} ,
\]

where

\[
 t = O \left( \frac{1}{\epsilon} \log \left( \gamma(D)/\beta \right) \right) .
\]

The rank error of \texttt{FiniteDomainQuantile} is instance-specific, and worst-case optimal in the finite-domain case, by a reduction from the interior-point problem. Here, given a dataset \( D \in \{N\}^n \), we want to return any integer inside \( \mathcal{R}(D) \). It has been shown that any \( \epsilon \)-DP mechanism for the interior point problem requires \( n = \Omega(\log(N)/\epsilon) \) [9, 16]. Given a (finite-domain) quantile mechanism with rank error \( t \), we would be able to solve the interior-point problem on datasets with \( 2t \) elements by returning the median. Thus \( \Omega(\log(N)/\epsilon) \) is also a lower bound on the rank error.

3 STATISTICAL MEAN ESTIMATION

In this section, we consider the statistical mean estimation problem, i.e., given an i.i.d. sample \( D \sim \mathcal{P}^n \) for an arbitrary, unknown \( \mathcal{P} \) over \( \mathbb{R} \), we wish to estimate \( \mu_\mathcal{P} \). The idea is conceptually simple: We first discretize \( \mathbb{R} \) with an appropriate bucket size \( b \); then we invoke the empirical mean estimator over \( \mathbb{Z} \). For the first step, we find a lower bound on the IQR, denoted \( \text{IQR} \), as the bucket size. For the second step, it turns out that directly invoking the empirical mean estimator in Theorem 2.3 results in sub-optimal errors in the statistical setting; instead, we shall use a tighter range to do the clipping.

3.1 Estimate a Lower Bound for IQR

Prior work under A2 simply uses \( b = \sigma_{\text{min}} \) as the bucket size, which would be dominated by the sampling error. In the absence of \( \sigma_{\text{min}} \), we seek to obtain a privatized lower bound of IQR, since \( \text{IQR} \leq 4b \). Furthermore, recall \( y \left( \frac{3}{2} \right) \leq \text{IQR} \) (Appendix B.1), thus if we randomly draw two values \( X, X' \) from \( \mathcal{P} \), then with probability at least \( \frac{1}{4} \), we have

\[
 |X - X'| \leq \text{IQR}.
\]

Meanwhile, we do not want a bucket size too small. We thus relate \( |X - X'| \) with \( \varphi(\cdot) \).

**Lemma 3.1.** For any \( X, X' \in \mathcal{P} \), with probability at least \( 1 - \frac{1}{8} \), we have \( \varphi \left( \frac{1}{16} \right) \leq |X - X'| \).

To amplify the success probability, we randomly group the elements in \( D \) into pairs \( (X, X') \) and let \( G = \{Y_1, Y_2, \ldots, Y_n\} \) where \( n' = n/2 \) and \( Y_i = |X - X'| \) for each pair. Again, suppose \( Y_i \leq \cdots \leq Y_n \). Then certain quantiles of \( G \) will satisfy our needs with probability \( 1 - \beta \). More precisely:

**Lemma 3.2.** Given \( \beta, \) for any \( D \in \mathcal{P}^n \), if \( n > c_1 \log(1/\beta) \), where \( c_1 \) is a universal constant, then with probability at least \( 1 - \beta \), we have \( \varphi \left( \frac{1}{16} \right) \leq Y_{\frac{n'}{4}} \) and \( Y_{\frac{3n'}{4}} \leq \text{IQR} \).

Therefore, we can find a quantile between \( Y_{\frac{n'}{4}} \) and \( Y_{\frac{3n'}{4}} \), say \( Y_{\frac{n'}{4}} \), as IQR. However, we cannot use \texttt{FiniteDomainQuantile} here as we have not discretized \( \mathbb{R} \) yet. To get out of this circular dependency, we observe that we do not need a \( Y_{\frac{n'}{4}} \) with a small rank error; instead, a rough constant-factor approximation will do. Thus, the idea is to run two instances of SVT, one with increasing thresholds and one with decreasing thresholds, as detailed in Algorithm 10.

**Algorithm 5:** EstimateIQLowerBound.

**Input:** \( D, \epsilon, \beta \)

1. \( n' = \frac{n}{2} \);
2. Construct \( G \) from \( D \);
3. \( i = \text{SVT} \left( \frac{1}{16}, \frac{3}{2}, \text{Count}(G, 2^0), \text{Count}(G, 2^1), \text{Count}(G, 2^2), \ldots \right) \);
4. \( j = \text{SVT} \left( \frac{1}{16}, \frac{3}{2}, -\text{Count}(G, 2^0), -\text{Count}(G, 2^1), -\text{Count}(G, 2^2), \ldots \right) \);
5. if \( i > j \) then
6. \( \text{IQR} = 2^{i-2} \);
7. else
8. \( \text{IQR} = 2^{j} \);
9. end
10. return \( \text{IQR} \);

The privacy of \texttt{EstimateIQLowerBound} is straightforward; we analyze its utility below:

**Theorem 3.3.** Given \( \epsilon, \beta \), for any \( D \sim \mathcal{P}^n \), if

\[
 n > c_1 \frac{1}{\epsilon} \log \log \frac{1}{\varphi(1/16)} + c_2 \frac{1}{\epsilon} \log \log(\text{IQR}) + c_3 \frac{1}{\epsilon} \log(1/\beta) ,
\]

where \( c_1, c_2, c_3 \) are universal constants, then with probability at least \( 1 - \beta \), \texttt{EstimateIQLowerBound} returns an IQR such that

\[
 \frac{1}{4} \cdot \varphi \left( \frac{1}{16} \right) \leq \text{IQR} \leq \text{IQR} .
\]

3.2 General Algorithm and Error Analysis

We mentioned that directly invoking \texttt{InfiniteDomainMean} over \( D \), even with a good bucket size, results sub-optimal errors in the statistical setting with respect to the dependency on \( \epsilon \). Here we give an intuitive explanation. Recall that in \texttt{InfiniteDomainMean},
we find a privatized range \( \hat{R}(D) \) and use it with the clipped mean estimator. The error comes from two sources: (1) There are \( \hat{O}(1/\epsilon) \) clipped outliers, each contributing \( y(D)/n \) bias. (2) The Laplace noise is proportional to \( |\hat{R}(D)|/(en) = O(\gamma(D)/(en)) \). One should thus match the two parts of errors for an optimal overall error bound. In the empirical setting, as \( D \) is arbitrary, simply using \( y(D)/n \) as an upper bound on the bias from clipping each outlier is already the best one can do. In the statistical setting, however, since \( D \) is an i.i.d. sample, this upper bound is too pessimistic.

Therefore, in the statistical setting, we try to use a tighter \( \hat{R}(D) \) to perform more aggressive clipping. The idea is to sub-sample \( m \) elements from \( D \) and obtain a privatized range on the sample \( D' \), denoted \( \hat{R}(D') \). A smaller \( m \) corresponds to more aggressive clipping, which increases the bias but reduces the noise. The optimal choice of \( m \) will depend on \( \mathcal{P} \), which is not possible for a universal estimator. Fortunately and somehow amazingly, \( m = en \) turns out to be a choice that is good enough, and here is the intuition: By Theorem B.4, the privacy budget on finding \( \hat{R}(D') \) can be amplified to \( \epsilon' = \epsilon/n \). Therefore, there are \( \hat{O}(1/\epsilon') = \hat{O}(m/(en)) \) outliers in \( D' \) outside \( \hat{R}(D') \). However, there is essentially no room for improvement when the number of outliers in \( D' \) is less than 1, i.e., it is sufficient to set \( m \geq en \). When \( m \geq en \), the number of outliers in \( D \) is roughly \( \hat{O}(m/(en)) \cdot n/m = \hat{O}(1/en) \), which is fixed, while a smaller \( m \) reduces \( |\hat{R}(D')| \).

**Algorithm 6: EstimateMean.**

**Input:** \( D, \epsilon, \beta \)

1. \( \hat{IQR} = \text{EstimateIQRLowerBound}(D, \frac{3\epsilon}{4}, \frac{\beta}{4}); \)
2. Let \( D' \) be a sample of \( en \) values from \( D \);
3. \( \epsilon' = \log \left( \frac{\sqrt{\epsilon}}{\epsilon} + 1 \right); \)
4. \( \hat{R}(D') = \text{InfiniteDomainRange}(D', \frac{3\epsilon'}{4}, \frac{\beta}{4}) \) with \( b = \hat{IQR}; \)
5. \( \hat{\mu} = \text{ClippedMean}(D, \hat{R}(D')) + \text{Lap}(8|\hat{R}(D')|/(en)); \)
6. return \( \hat{\mu} \);

With the intuition above, we present our statistical mean estimator, as shown in Algorithm 6. Its privacy follows from Theorem B.4 and basic composition. Before analyzing its error, we first state a standard result relating \( \mathcal{P} \) with its truncated version:

**Lemma 3.4.** Let \( X \sim \mathcal{P} \) and \( \xi \geq 0 \), and let \( X \) be the following random variable:

\[
\tilde{X} = \begin{cases} 
\mu - \xi, & \text{if } X < \mu - \xi; \\
X, & \text{if } \mu - \xi \leq X \leq \mu + \xi; \\
\mu + \xi, & \text{if } X > \mu + \xi.
\end{cases}
\]

Let \( \hat{\mu} \) and \( \sigma^2 \) denote the mean and variance of \( \tilde{X} \). Then, \( \sigma \leq \sigma \),

and

\[
\sigma = \frac{\mu - \hat{\mu}}{E[X < \mu - \xi]} + E[X > \mu + \xi].
\]

We are now ready to analyze the error of EstimateMean.

**Theorem 3.5.** Given \( \epsilon, \beta \), for any \( D \sim \mathcal{P}^n \), if

\[
n > \frac{c_1}{\epsilon} \log \log \frac{1}{\sigma(1/16)} + \frac{c_2}{\epsilon} \log \log (\text{IQR}) + \frac{c_3}{\epsilon} \log \frac{1}{\beta}
\]

where \( c_1, c_2, c_3, \) and \( c_4 \) are universal constants, then with probability at least \( 1 - \beta \), EstimateMean returns a value \( \hat{\mu} \) such that

\[
|\mu - \hat{\mu}| = O \left( \min_{\xi \geq 0} \min_{1 \leq \gamma} \frac{\gamma((\epsilon/n) + y)}{(\epsilon/n)} \right) \leq \frac{\hat{\mu} + \xi}{\epsilon n} \log \left( \frac{1}{\beta} \right) + \sqrt{\frac{\log(1/\beta)}{n}}
\]

We first explain each term in the theorem before presenting its proof. The first two terms in the requirement of \( n \) are from finding the bucket size, and the last one is for estimating \( |\hat{R}(D')| \). In the error bound, all the terms in the \( \min_{\xi} \) are due to privacy, while the last term is the sampling error. We would like to emphasize that although the requirement on \( n \) and the error bound depend on \( \mathcal{P} \) (they have to), the algorithm does not need any \textit{a priori} assumptions on \( \mathcal{P} \). Furthermore, some of the dependencies can be improved if certain assumptions are made on \( \mathcal{P} \). For instance, if \( \sigma_{\text{min}} \) is given, then there is no need to find a bucket size and the first two terms in the requirement on \( n \) will disappear, while the \( \frac{1}{\beta} \) in both the requirement on \( n \) and the error bound will be replaced by \( \sigma_{\text{min}}^{-1} \).

### 3.3 Error Bounds for Specific Distribution Families

To facilitate the comparison with prior work, below we derive simplified (and possibly looser) versions of Theorem 3.5 for certain distribution families. These simplified bounds can be easily rewritten into the sample complexity results stated in Section 1. We also set \( \beta = \frac{1}{4} \).

#### Gaussian distributions.

For a Gaussian \( \mathcal{P} \), we have \( \sigma(\beta) = \Theta(\sigma) \), and \( \text{IQR} = \Theta(\sigma) \), and \( y((\epsilon/n) + \beta/9) = O(\sigma \log(\epsilon/n)) \) by the standard Gaussian tail bound. In addition, due to its symmetry, \( E[X < \mu - \xi] = E[X > \mu + \xi] = 0 \) for any \( \xi \). Fixing \( \xi = \sigma \log(\epsilon/n) \) for some large constant \( c \), Theorem 3.5 simplifies into:

**Theorem 3.6.** Given \( \epsilon, \beta \), for any \( D \sim \mathcal{P}^n \), where \( \mathcal{P} \) is a Gaussian distribution, if

\[
n > \frac{c_1}{\epsilon} \log \log \sigma + \frac{c_2}{\epsilon} \log \log \frac{1}{\sigma} + \frac{c_3}{\epsilon} \log \frac{1}{\beta} + \frac{c_4}{\epsilon} \log \frac{1}{\beta}
\]

where \( c_1, c_2, c_3 \) are universal constants, then

\[
\text{Err}(\text{EstimateMean}, D) = O \left( \frac{\sigma \log(\epsilon/n) \log \log(\epsilon/n)}{\epsilon n} \right)
\]

#### Heavy-tailed distributions.

Now, we consider the case where \( \mathcal{P} \) has a bounded \( k \)-th central moment \( \mu_k \). Note that \( \sigma \leq \mu_k^{1/k} \). In addition, we can also bound \( y(\mu, \beta) \) in terms of \( \mu_k^{1/k} \):

**Lemma 3.7.** For any \( m, \beta, \) and \( k \geq 2, y(\mu, \beta) \leq 2 \left( \frac{\mu_k^{1/k}}{\beta} \right)^{1/k} \).

Plugging these bounds into Theorem 3.5 and setting \( \xi = c \cdot (en\mu_k^{1/k}) \) for some large constant \( c \), the requirement on \( n \) becomes

\[
n > \frac{c_1}{\epsilon} \log \frac{1}{\sigma(1/16)} + \frac{c_2}{\epsilon} \log \log (\text{IQR}) + \frac{c_3}{\epsilon} \log \frac{1}{\beta} + \frac{c_4}{\epsilon} \log \frac{1}{\beta}
\]

where \( c_1, c_2, c_3, \) and \( c_4 \) are universal constants, then with probability at least \( 1 - \beta \), EstimateMean returns a value \( \hat{\mu} \) such that

\[
|\mu - \hat{\mu}| = O \left( \min_{\xi \geq 0} \min_{1 \leq \gamma} \frac{\gamma((\epsilon/n) + y)}{(\epsilon/n)} \right) \leq \frac{\hat{\mu} + \xi}{\epsilon n} \log \left( \frac{1}{\beta} \right) + \sqrt{\frac{\log(1/\beta)}{n}}
\]
and the error bound changes to
\[ \text{Err}(\text{EstimateMean}, D) = O \left( \frac{\sigma}{\sqrt{n}} + \frac{\mu_k^{1/k}}{(en)^{1-k}} \log \left( \frac{(en)^{1/k}}{\varphi(1/16)} \right) + E \left[ X < \mu - c \cdot (en)^{1/k} \right] + E \left[ X > \mu + c \cdot (en)^{1/k} \right] \right). \] (14)

Now, we further analyze the last term in (14). We first derive a lemma similar to the one in [44]:

**Lemma 3.8.** Let \( P \) be a distribution with a bounded \( \mu_k \). Given \( \xi \) and \( t \) such that \( \xi \geq 2 (\mu_k/t)^{1/(k-1)} \), we have
\[ E[X < \mu - \xi] + E[X > \mu + \xi] \leq t. \]

By setting \( \xi = c \cdot (en)^{1/k} \) for \( c \geq 2 \) and \( t = (en)^{1/(k-1)} \), we have
\[ E[X < \mu - c \cdot (en)^{1/k}] + E[X > \mu + c \cdot (en)^{1/k}] \leq (en)^{1/(k-1)} \cdot \frac{\mu_k^{1/k}}{(en)^{1-k}}. \]

Plugging this bound into (14), we obtain:

**Theorem 3.9.** Given \( \epsilon, \beta \), for any \( D \sim P^n \) and any \( k \) if
\[ n > \frac{c_1 \log \log \left( \frac{1}{\epsilon \beta} \right)}{\epsilon} + \frac{c_2 \log \log(1+\epsilon \beta)}{\epsilon} + \frac{c_3 \log \left( \frac{\|p\|_1}{(en)^{1-k}} \right)}{\epsilon \beta}, \]
where \( c_1, c_2, c_3 \) are universal constants, then
\[ \text{Err}(\text{EstimateMean}, D) = O \left( \frac{\sigma}{\sqrt{n}} + \frac{\mu_k^{1/k}}{(en)^{1-k}} \log \left( \frac{(en)^{1/k}}{\varphi(1/16)} \right) \right). \]
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A OTHER RELATED WORK

Many works on mean estimators extend to higher dimensions, such as [1, 6, 11, 12, 14, 18, 37, 38, 41, 42, 44, 46, 49]. Using the idea of [38] but replacing Gaussian mechanism with Laplace mechanism, we can extend our pure-DP estimator to the multivariate case. However, it does not get the optimal privacy term \( O(\sqrt{d}/\epsilon n) \). In fact, the problem is open even under \( A1/A2/A3 \) (assuming multivariate Gaussians for \( A3 \)). [44] achieve the optimal \( O(\sqrt{d}/\epsilon n) \) but their algorithm runs in exponential time; the mechanism in [37] runs in polynomial time but its privacy error is \( O(\sqrt{d}/\epsilon n) \). Besides, [48] propose a solution for robust mean estimation under differential privacy. The mean estimation problem has also been studied in the local model of DP [27–29, 35, 40], which is also an interesting direction to look at.

Covariance estimation in high dimensions has also received a lot of attention. [11, 14, 41] consider multivariate Gaussian distributions and make similar boundedness assumptions like \( A1/A2 \). [1, 6, 42, 46, 49] do not need such assumptions but they relax the privacy notion to approximate DP. [2, 23] study the covariance for the data with bounded norms, which is even stronger than \( A1/A2 \). [20, 34, 57, 61] study private PCA or OLS, which can also be used to estimate covariance. However, they also assume that the data have bounded norms.

In the empirical setting, worst-case optimality does not make sense for functions whose global sensitivity is very large or \( \infty \), which is the case for the empirical mean \( \mu(D) \) where \( D \) is drawn from an unbounded domain. Instance-optimality is thus more suitable, but as pointed out by [7], strict instance-optimality is not possible, who therefore propose a natural relaxation by considering a small neighborhood. Nevertheless, for functions like \( \mu(D) \), the neighborhood has to be restricted to avoid degeneration into worst-case optimality [38], as we explain in Appendix B.3. Besides, as mentioned in Section 1.1, our empirical estimator can be used to answer self-join-free aggregation queries in a relational database. Answering aggregation queries has also been extensively studied in database community [5, 22, 24, 26, 39, 47, 51, 52, 54, 56, 59]. For more details, please see [22].

B PRELIMINARIES

B.1 Notation

Given a multiset \( D = \{X_1, \ldots, X_n\} \in \mathbb{R}^n \) (we reorder \( D \) such that \( X_1 \leq \cdots \leq X_n \)), we introduce the following notation: Its support is \( \text{supp}(D) \), range is \( R(D) = \{X_1, X_n\} \), width is \( \gamma(D) = X_n - X_1 \), and radius is \( \text{rad}(D) = \max\{|X_1|\} \). It is clear that \( R(D) \subseteq [-\text{rad}(D), \text{rad}(D)] \), hence \( \gamma(D) \leq 2 \cdot \text{rad}(D) \), but \( \text{rad}(D) \) can be arbitrary larger than \( \gamma(D) \). For any \( S \subseteq \mathbb{R} \), let

\[
|D \cap S| = |\{1 \leq i \leq n \mid X_i \in D \cap S\}|
\]

Given a continuous probability distribution \( P \) over \( \mathbb{R} \), in addition to \( \mu, \sigma^2 \), IQR defined in Section 1.1, we also need the following quantities: For any \( k \geq 2 \), the \( k \)-th central moment is \( \mu_k = \mathbb{E}_X P[|X - \mu|^k] \). In particular, \( \mu_2 = \sigma^2 \). For any \( \beta \in (0, 1) \), the width of the highest...
density region at level \( \beta \) is

\[
\phi(\beta) = \inf \left\{ a_2 - a_1 \mid a_1, a_2 \in \mathbb{R}, a_2 > a_1, \int_{a_1}^{a_2} f(x) \, dx \geq \beta \right\}.
\]

We will only need \( \phi(\beta) \) for some constant \( \beta \). Note that \( \phi(1/2) \leq \text{IQR} \leq 4\beta \) (the first inequality is by definition and the second is by Chebyshev’s inequality). For most \( \mathcal{P} \), the three quantities are close (e.g., for a Gaussian \( \mathcal{P} \), the three are all within a constant factor from each other), although the gap can be arbitrarily large for an ill-behaved \( \mathcal{P} \).

For any \( m \in \mathbb{N} \) and \( \beta \in (0, 1) \), define the \((m, \beta)\)-statistical width of \( \mathcal{P} \) as

\[
y(m, \beta) = \inf \left\{ \lambda \in \mathbb{R} \mid \Pr_{D \sim \mathcal{P}^m} \left[ y(D) \geq \lambda \right] \leq \beta \right\}.
\]

Note that

\[
y \left( \frac{2}{3}, \frac{2}{3} \right) \leq \text{IQR} \leq y \left( \log_4(2/\beta), \beta \right).
\]

The first inequality is because for \( X \sim \mathcal{P} \), with probability \( \frac{1}{4} \), \( X \in \left[ F^{-1}(1/8), F^{-1}(7/8) \right] \); the second inequality follows from the fact that \( X \in \left[ -\infty, F^{-1}(1/2) \right] \) and \( X \in \left[ F^{-1}(2/3), \infty \right) \) each happens with probability at least \( \frac{1}{4} \), plus a union bound.

For \( X \sim \mathcal{P} \) and any \( x \in \mathbb{R} \), define

\[
E[X \leq x] := E_{X \sim \mathcal{P}}[\mathbb{I}(X \leq x)].
\]

Finally, we introduce the following shorthand: For any \( a, b \in \mathbb{R} \), let \( [a \pm b] := [a - b, a + b] \). For interval \([l, r]\) and \( b \in \mathbb{R} \), let \([l, r] \pm b := [l - b, r + b] \). Define \( [N] := \{0, 1, \ldots, N\} \).

### B.2 Differential Privacy

The DP definition has already been introduced in Section 1. The following two properties of DP are well-known:

**Lemma B.1 (Post Processing [31]).** If \( M : \mathcal{X}^n \rightarrow \mathcal{Y} \) satisfies \( \epsilon \)-DP and \( M' : \mathcal{Y} \rightarrow \mathcal{Z} \) is any randomized mechanism, then \( M'(M(D)) \) satisfies \( \epsilon \)-DP.

**Lemma B.2 (Basic Composition [31]).** If \( M_1 : \mathcal{X}^n \rightarrow \mathcal{Y} \) satisfies \( \epsilon_1 \)-DP and \( M_2 : \mathcal{X}^n \rightarrow \mathcal{X} \) satisfies \( \epsilon_2 \)-DP, then \( M_2(D, M_1(D)) \) satisfies \((\epsilon_1 + \epsilon_2)\)-DP.

For any function \( Q \), its local sensitivity at \( D \) is

\[
\text{LS}_Q(D) = \sup_{D' \neq D} |Q(D) - Q(D')|
\]

and the global sensitivity is

\[
\text{GS}_Q = \sup_D \text{LS}_Q(D).
\]

A basic pure DP mechanism is the Laplace mechanism:

**Lemma B.3 (Laplace Mechanism).** The mechanism

\[
M_Q(D) = Q(D) + \text{Lap}(\text{GS}_Q/\epsilon)
\]

preserves \( \epsilon \)-DP, where \( \text{Lap}(\text{GS}_Q/\epsilon) \) is a random variable drawn from the Laplace distribution with scale \( \text{GS}_Q/\epsilon \).

Below we omit the subscript \( Q \) if the context is clear. We also need the following result, which shows that privacy can be amplified by sampling.

**Theorem B.4 (Sampling Amplification [8]).** Let \( \eta \in (0, 1) \). Given an \( \epsilon \)-DP mechanism \( M \), define \( S_\eta \) as the operation of sampling \( \eta \eta \) samples from \( D \) without replacement, then \( M(S_\eta(D)) \) preserves \((\log(1 + \eta(\epsilon^2 - 1)))\)-DP.

Note that for small \( \epsilon \), \( \log(1 + \eta(\epsilon^2 - 1)) \approx \eta \epsilon \).

### B.3 Optimality

The high-probability error of using \( M(D) \) to approximate \( Q(D) \) is defined as

\[
\text{Err}(M, D, \beta) = \inf \{ \lambda \in \mathbb{R} \mid \Pr(M(D) - \lambda) \leq \beta \}.
\]

We often take \( \beta \) as a constant, say \( \beta = 1/3 \); in this case we simply write \( \text{Err}(M, D) \).

The Laplace mechanism is worst-case optimal. However, for any function \( Q \) with \( \text{GS} = \infty \), such as the empirical mean \( \mu(D) \) when \( D \) is taken from an unbounded domain, this optimality notion is meaningless. For such a \( Q \), instance-optimality is more appropriate and much stronger:

**Definition B.5 (Instance-optimality).** Define the per-instance lower bound:

\[
L_{\text{ins}}(D) = \inf_{M'} \text{Err}(M', D).
\]

Then a DP mechanism \( M \) is \( c \)-instance-optimal if

\[
\text{Err}(M, D) \leq c \cdot L_{\text{ins}}(D)
\]

for every \( D \), where \( c \) is the optimality ratio, which may depend on \( D \).

Unfortunately, \( L_{\text{ins}}(D) = 0 \) for every \( D \) due to the trivial DP mechanism \( M'(.) \equiv Q(D) \). Thus, instance-optimal DP mechanisms do not exist unless \( Q \) is trivial (i.e., \( Q(D) \) is the same for all \( D \)). Thus, the following natural relaxation has been proposed:

**Definition B.6 (Neighborhood-optimality [7, 26]).** Define the neighborhood lower bound:

\[
L_{\text{nbr}}(D) = \inf_{M' \in \mathcal{D}^n} \sup_{D' \in \mathcal{D}} \text{Err}(M', D').
\]

Then a DP mechanism \( M \) is \( c \)-neighborhood-optimal if

\[
\text{Err}(M, D) \leq c \cdot L_{\text{nbr}}(D),
\]

for every \( D \).

[62] show that \( L_{\text{nbr}}(D) = \Theta(\text{LS}(D)) \) for every \( D \). For the empirical mean \( \mu(D) \), we have \( \text{LS}(D) = \infty \), since one can change an element in \( D \) arbitrarily to obtain \( D' \). Thus this relaxation is “too much”. To fix the issue, the idea is to restrict the neighborhood:

**Definition B.7 (Inward-neighborhood-optimality [38]).** Define the inward-neighborhood lower bound:

\[
L_{\text{in-nbr}}(D) = \inf_{M' \in \mathcal{D}^n} \max_{D' \subseteq \text{supp}(D) \subseteq \text{supp}(D')} \text{Err}(M', D').
\]

Then a DP mechanism \( M \) is \( c \)-inward-neighborhood-optimal if

\[
\text{Err}(M, D) \leq c \cdot L_{\text{in-nbr}}(D),
\]

for every \( D \).
Algorithm 7: SVT.

Input: \( T, \epsilon, Q_1(D), Q_2(D), \ldots \)
1. \( T \leftarrow T + \text{Lap}(2/\epsilon); \)
2. for \( i \leftarrow 1, 2, \ldots \) do
   3. \( Q_i(D) \leftarrow Q_i(D) + \text{Lap}(4/\epsilon); \)
   4. if \( Q_i(D) > \tilde{T} \) then
      5. Break;
   6. end
7. end
8. return \( i; \)

Note that the restricted neighborhood is only concerned with the utility of \( M \), which still has to meet the standard privacy requirement over all \( D \sim D' \).

For any function \( Q_1, \mathcal{L}_{\text{in-nbr}}(D) \) is always finite, as \( D \) can only have a finite number of inward neighbors (thus sup\( _D \) is replaced by max\( _D \)). In particular, for the empirical mean \( \mu(D) \), we have \( \mathcal{L}_{\text{in-nbr}}(D) = \Theta(y(D)/n) \) [38].

B.4 The Sparse Vector Technique

The Sparse Vector Technique (SVT) [32] has as input a (possibly infinite) sequence of queries, \( Q_1, Q_2, \ldots \), where each query has global sensitivity 1, and a threshold \( T \). It aims to find the first query whose answer is above \( T \). The detailed algorithm is given in Algorithm 8. The SVT has been shown to satisfy \( \epsilon \)-DP and enjoy the following error guarantee, which says that it will not stop until it gets close to \( T \).

Lemma B.8 ([33]). Suppose there exists a \( k_1 \) less than the length of the query sequence such that for all \( i = 1, \ldots, k_1, Q_i(D) \leq T - \frac{\epsilon}{2} \log(2k_1/\beta) \). Then with probability at least \( 1 - \beta \), SVT returns an \( i \geq k_1 + 1 \).

However, as will be clear later, we will actually need a complementary result that guarantees that SVT will stop in time. The following lemma gives such a result. More importantly, it also yields a utility guarantee on the returned query.

Lemma B.9. If there exists a \( k_2 \) such that \( Q_{k_2}(D) \geq T + \frac{\epsilon}{2} \log(2k_2/\beta) \), then with probability at least \( 1 - \beta \), SVT returns an \( i \leq k_2 \) such that \( Q_i(D) \geq T - \frac{\epsilon}{2} \log(2k_2/\beta) \).

B.5 The Inverse Sensitivity Mechanism

The inverse sensitivity mechanism (INV) [7] answers a query \( Q \) with a discrete output range \( Y \). Given \( Q \) and \( D \), it returns a \( y \in Y \) such that there exists \( D' \) not too far from \( D \) and \( Q(D') = y \). Concretely, for any \( D \) and any \( y \in Y \), define the path length:

\[
\text{len}(Q, D, y) = \min_{D'} (d(D, D') : Q(D') = y),
\]

where \( d(D, D') \) is the number of different elements between \( D \) and \( D' \). INV instantiates the exponential mechanism with len as the score function:

\[
\Pr(\text{INV}(Q, D) = y) = \frac{\exp(-\epsilon \cdot \text{len}(Q, D, y)/2)}{\sum_{y' \in Y} \exp(-\epsilon \cdot \text{len}(Q, D, y')/2)}. \]

The utility of INV follows from that of the exponential mechanism:

**Lemma B.10** ([7]). For any \( D \) and \( \beta \), with probability at least \( 1 - \beta \), INV returns a \( y \) such that there exists a \( D' \) with \( d(D, D') \leq \frac{\epsilon}{2} \log(|Y|/\beta) \) and \( Q(D') = y \).

Algorithm 8: FiniteDomainQuantile.

Input: \( D, \tau, X, \epsilon, \beta \)
1. if \( \tau \leq \frac{\epsilon}{2} \log(|X|/\beta) \) then
2. \( \tau' = \frac{\epsilon}{2} \log(|X|/\beta) \);
3. else if \( \tau \geq n - \frac{\epsilon}{2} \log(|X|/\beta) \) then
4. \( \tau' = n - \frac{\epsilon}{2} \log(|X|/\beta) \);
5. else
6. \( \tau' = \tau \);
7. end
8. Run INV to find the \( \tau' \)-quantile of \( D \).

INV can be used to find a privatized quantile \( X_\tau \) of \( D \), if \( D \) are taken from a finite ordered domain \( X \), where \( \text{len}(Q, D, y) \) is simply the number of elements of \( D \) that are between \( X_\tau \) and \( y \). Since \( \text{len}(Q, D, y) \) only changes when \( y \) passes some element in \( D \), the exponential mechanism can be implemented in \( O(n) \) time (given \( D \) sorted) as opposed to \( O(|Y|) \). Some care has to be taken if \( \tau \) is too close to 1 or \( n \), in which case INV may return something arbitrarily bad. The details are shown in Algorithm 8, which enjoys a rank error guarantee:

**Lemma B.11.** Given \( \epsilon, \beta \) and a finite ordered domain \( X \), for any \( D \in X^n \) and any \( 1 \leq \tau \leq n \), if \( n > \frac{\epsilon}{2} \log(|X|/\beta) \), then with probability at least \( 1 - \beta \), FiniteDomainQuantile returns an \( \hat{X}_\tau \) such that

\[
X_{\tau - \frac{\epsilon}{2} \log(|X|/\beta)} \leq \hat{X}_\tau \leq X_{\tau + \frac{\epsilon}{2} \log(|X|/\beta)}.
\]

[7] also propose a continuous version of SVT and [58] uses a similar idea to estimate a quantile in a bounded real value domain. However, as the domain is infinite, those algorithms do not have any utility guarantee in the empirical setting.

B.6 The Clipped Mean Estimator

A standard idea for dealing with an unbounded domain is to clip all values into a bounded range \( [l, r] \). Define

\[
\text{Clip}(X, [l, r]) = \begin{cases} 
  l, & \text{if } X < l; \\
  X, & \text{if } l \leq X \leq r; \\
  r, & \text{if } X > r. 
\end{cases}
\]

Let

\[
\text{Clip}(D, [l, r]) = \{\text{Clip}(X_i, [l, r]) \mid X_i \in D\}.
\]

Then the clipped mean estimator is

\[
\text{ClippedMean}(D, [l, r]) = \mu(\text{Clip}(D, [l, r])).
\]

It is obvious that \( \text{ClippedMean}(\cdot, [l, r]) \) has global sensitivity \( (r-l)/n \). Thus, \( \text{ClippedMean}(D, [l, r]) + \text{Lap}\left(\frac{r-l}{en}\right) \) satisfies \( \epsilon \)-DP.