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#### Abstract

The prevalence of computer graphics technology boosts the developments of point clouds in recent years,


 which offer advantages over terrain surfaces (represented by $\underline{T r i a n g u l a r} \underline{\underline{I} r e g u l a r ~ N e t w o r k s, ~ i . e ., ~ T I N s) ~ i n ~}$ proximity queries, including the shortest path query, the $k$-Nearest Neighbor $\overline{(k N N)}$ query and the range query. Since (1) all existing on-the-fly and oracle-based shortest path query algorithms on a TIN are very expensive, (2) all existing on-the-fly shortest path query algorithms on a point cloud are still not efficient, and (3) there are no oracle-based shortest path query algorithms on a point cloud, we propose an efficient $(1+\epsilon)$-approximate shortest path oracle that answers the shortest path query for a set of Points-Of-Interests (POIs) on the point cloud, which has a good performance (in terms of the oracle construction time, oracle size and shortest path query time) due to the concise information about the pairwise shortest paths between any pair of POIs stored in the oracle. Our oracle can be easily adapted to answering the shortest path query for any points on the point cloud if POIs are not given as input, and also achieve a good performance. Then, we propose efficient algorithms for answering the $(1+\epsilon)$-approximate $k N N$ and range query with the assistance of our oracle. Our experimental results show that when POIs are given (resp. not given) as input, our oracle is up to 390 times, 30 times and 6 times (resp. 500 times, 140 times and 50 times) better than the best-known oracle on a TIN in terms of the oracle construction time, oracle size and shortest path query time, respectively. Our algorithms for the other two proximity queries are both up to 100 times faster than the best-known algorithms.
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## 1 INTRODUCTION

Conducting proximity queries, including (1) the shortest path query, i.e., given a source $s$ and a destination $t$, which answers the shortest path between $s$ and $t$, (2) the $k$-Nearest Neighbor ( $k N N$ ) query [51], i.e., given a query object $q$ and a user parameter $k$, which answers all the shortest paths from $q$ to the $k$ nearest objects of $q$, and (3) the range query [43], i.e., given a query object $q$ and a range value $r$, which answers all the shortest paths from $q$ to the objects whose distance to $q$ are at most $r$, on a 3D surface is a topic of widespread interest in both industry and academia [25,58]. The shortest path query is the most fundamental type of the proximity query. In industry, numerous companies and applications, such as Google Earth [2] and Cyberpunk 2077 [4], utilize the shortest path passing on a 3D surface (such as Earth) for route planning. In academia, the shortest path query
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on a 3D model is a prevalent research topic in the field of databases [ $19,30,31,39,55,56,59,60]$. There are different representations of a 3D surface, including a terrain surface represented by a Triangular Irregular Network (TIN) and a point cloud. While performing the shortest path query on a TIN has been extensively studied, answering the shortest path query on a point cloud is an emerging topic. For example, Tesla uses the shortest path passing on point clouds of the driving environment for autonomous driving [12, 18, 38, 42], and Metaverse uses the shortest path passing on point clouds of objects such as mountains for efficient navigation in Virtual Reality [36, 37]. Applications of the other two proximity queries include rover path planning [14] and military tactical analysis [33].

Point cloud and TIN: (1) A point cloud is represented by a set of 3D points in space. Figure 1 (a) shows a satellite map of Mount Rainier [47] (a national park in the USA) in an area of $20 \mathrm{~km} \times$ 20 km , and Figure 1 (b) shows the point cloud with 63 points of Mount Rainier. Given a point cloud, we create a conceptual graph of the point cloud, such that its vertices consist of the points in the point cloud, and its edges consist of a set of edges between each vertex and its 8 neighbor vertices in the 2D plane (where this graph is stored in the memory and used for the shortest path query). Figure 1 (c) shows a conceptual graph of a point cloud. (2) A TIN contains a set of faces each of which is denoted by a triangle. Each face consists of three line segments called edges connected with each other at three vertices. The gray surface in Figure 1 (d) is a TIN of Mount Rainier, which consists of vertices, edges and faces. We focus on three paths: (1) the path passing on (a conceptual graph of) a point cloud in Figures 1 (b) and (c), (2) the surface path [31] passing on (the faces of) a TIN in Figure 1 (d), and (3) the network path [31] passing on (the edges of a) a TIN in Figure 1 (e).


Fig. 1. (a) A satellite map, (b) paths passing on a point cloud, (c) a conceptual graph of a point cloud, (d) surface and (e) network paths passing on a $T I N$

### 1.1 Motivation

1.1.1 Advantages of point cloud. (1) Points clouds have four advantages compared with TINs.
(i) More direct access to point cloud data. We can use an iPhone 12/13 Pro LiDAR scanner to scan an object and generate a point cloud in 10s [54], or can use a satellite to obtain the elevation of a region in an area of $1 \mathrm{~km}^{2}$ and generate a point cloud in $144 \mathrm{~s} \approx 2.4 \mathrm{~min}$ [44]. But, in order to obtain a TIN of an object, typically, researchers need to transform a point cloud to a TIN [29]. Our experimental results show that it needs $210 \mathrm{~s} \approx 3.5 \mathrm{~min}$ to transform a point cloud with 25 M points to a TIN.
(ii) Lower hard disk usage of a point cloud. We only store the point information of a point cloud in hard disks, but a TIN model needs to store the vertex, edge and face information. Our experimental results show that storing a point cloud with 25 M points needs 390 MB in the hard disk, but storing a TIN generated by this point cloud needs 1.7 GB in the hard disk.
(iii) Faster shortest path query time on a point cloud. After we transfer a point cloud to a TIN, calculating the shortest path passing on the point cloud is faster than calculating the shortest surface or network path passing on this $T I N$, since a $T I N$ is more complicated than a point cloud. In addition, calculating the shortest surface path passing on a TIN is even slower since the search space is larger. Our experimental results show that calculating the shortest path passing on a point
cloud with 2.5 M points takes 3 s , but calculating the shortest surface (resp. network) path passing on a TIN constructed by the point cloud takes 580s $\approx 10 \mathrm{~min}$ (resp. 17s).
(iv) Small distance error of the shortest path passing on a point cloud. In Figures 1 (b) and (d), the shortest path passing on a point cloud is similar to the shortest surface path passing on a $\operatorname{TIN}$ (since for the former path, each point can connect with 8 neighbor points). But, in Figures 1 (d) and (e), the shortest surface path and the shortest network path passing on a TIN are very different (since for the latter path, each vertex can only connected with only 6 neighbor vertices). Our experimental results show that the distance of the shortest path passing on a point cloud (resp. the shortest network path passing on a TIN) is 1.008 (resp. 1.1) times larger than that of the shortest surface path passing on a TIN.
(2) Although calculating the shortest path passing on a point cloud can be regarded as on a conceptual graph of the point cloud, point clouds have two advantages compared with graphs, i.e., (i) there is no method to directly obtain a graph of an object, and (ii) we need to store the vertex and edge information of a graph in hard disks. They are similar to (i) and (ii) in point (1). Our experimental results show that storing a point cloud with 25 M points needs 390 MB in the hard disk, but storing a graph generated by this point cloud needs 980 MB in the hard disk.
1.1.2 P2P and A2A query. (1) Given a set of Points-Of-Interests (POIs) on a point cloud or a TIN, conducting (i) the shortest path query between pairs of POIs, or (ii) the $k N N$ and range query such that the query object and other objects are all POIs, on the point cloud or the TIN, i.e., POIs -to-POIs (P2P) query, is important. For example, we can select POIs as reference points when measuring similarities between two different 3D objects [32, 52], and we can select POIs as residential locations when studying migration patterns of the wildness animals [22, 40]. (2) If POIs are not given as input, we need to conduct (i) the shortest path query between pairs of any points, or (ii) the $k N N$ and range query such that the query object and other objects are any points, on the point cloud, i.e., Any points-to-Any points (A2A) query, or (iii) the shortest path query between pairs of arbitrary points, or (iv) the $k N N$ and range query such that the query object and other objects are arbitrary points, on the TIN, i.e., $\underline{\text { ARbitrary points-to-ARbitrary points (AR2AR) query. Note that the AR2AR }}$ query on a TIN is more general than the A2A query on a point cloud since a point may lie on the face of a TIN.
1.1.3 Usage of oracles. Although answering the proximity query on a point cloud on-the-fly is fast, if we can pre-compute the pairwise P2P or A2A shortest paths by means of indexing (called an oracle) on a point cloud, then we can use the oracle to answer the proximity query more efficiently, where the time taken to pre-compute the oracle is called the oracle construction time, the space complexity of the oracle is called the oracle size, and the time taken to return the shortest path is called the shortest path query time.
1.1.4 Example. We conducted a case study on an evacuation simulation in Mount Rainier due to snowfall [48]. In Figure 1 (a), we need to find the shortest paths (in blue and yellow lines) from one of the viewing platforms (e.g., POI $a$ ) on the mountain to its $k$-nearest hotels (e.g., POIs $b$ to $d$ ) due to the limited capacity of each hotel. In Figures 1 (b) - (e), $c$ and $d$ are the $k$-nearest hotels to $a$ where $k=2$. Our experimental results show that we can construct an oracle on a point cloud with 5 M points and 500 POIs ( 250 viewing platforms and 250 hotels) in $400 \mathrm{~s} \approx 6.6 \mathrm{~min}$, but it needs $77,200 \mathrm{~s}$ $\approx 21.4$ hours on a TIN (constructed based on the same point cloud) to construct the same oracle. In addition, we can return the shortest paths from each viewing platform to its $k$-nearest hotels in 6 s with the oracle, but it needs $4,400 \mathrm{~s} \approx 1.2$ hours on a point cloud without the oracle. These show the usefulness of performing proximity queries on point clouds using oracles in real-life applications.

### 1.2 Challenges

1.2.1 Inefficiency of on-the-fly algorithms. All existing algorithms [45, 53, 62] for conducting proximity queries on a point cloud on-the-fly are very slow, since they (1) first construct a TIN using the given point cloud in $O(N)$ time, where $N$ is the number of points in the point cloud, and (2) then calculate the shortest path passing on this TIN. For calculating the shortest surface path passing on a TIN, the best-known on-the-fly exact [15] and approximate [30] algorithm run in $O\left(N^{2}\right)$ and $O\left(\left(N+N^{\prime}\right) \log \left(N+N^{\prime}\right)\right)$ time, respectively, where $N^{\prime}$ is the number of additional points introduced for bound guarantee. For calculating the shortest network path passing on a TIN, the best-known on-the-fly approximate algorithm [31] runs in $O(N \log N)$ time. Our experimental results show (1) algorithm [15] needs $290,000 \mathrm{~s} \approx 3.4$ days, ( 2 ) algorithm [30] needs $161,000 \mathrm{~s} \approx 1.9$ days, and (3) algorithm [31] needs 15,000 s $\approx 4.2$ hours to perform the $k N N$ query for all 500 objects on a TIN (constructed by the given point cloud) with 0.5 M vertices.
1.2.2 Non-existence of oracles. No existing oracle can answer proximity queries on a point cloud. The best-known oracle [55, 56] for the P2P query and the best-known oracle [28] for the AR2AR query only pre-compute shortest surface paths passing on a TIN. Although we can first construct a TIN using the point cloud, then use $[28,55,56]$ for point cloud oracle construction, their oracle construction time is very large due to the bad criterion for algorithm earlier termination. This is because although they use the Single-Source $\underline{A l l-D e s t i n a t i o n ~(S S A D) ~ a l g o r i t h m ~[15, ~ 30, ~ 31], ~}$ i.e., a Dijkstra-based algorithm [23], to pre-compute the shortest surface path passing on the TIN from each POI (or point) to other POIs (or points), and provide a criterion to terminate it earlier, its criterion is very loose, and different POIs (or points) have the same earlier termination criterion. In our experiment, even after the SSAD algorithm has visited most of the POIs (or points), their earlier termination criterion are still not reached. After constructing a TIN using the given point cloud, the oracle construction time is $O\left(n N^{2}+c_{1} n\right)$ for the oracle [55,56] and is $O\left(c_{2} N^{2}\right)$ for the oracle [28], respectively, where $n$ is the number of POIs on the point cloud and $c_{1}, c_{2}$ are constants depending on the point cloud ( $c_{1} \in[35,80]$ on a point cloud with 2.5 M points, $c_{2} \in[75,154]$ on a point cloud with 100 k points). In our experiment, the oracle construction time for the oracle [55,56] is 78,000 s $\approx 21.7$ hours on a point cloud with 2.5 M points and 500 POIs and for the oracle [28] is $50,000 \mathrm{~s} \approx$ 13.9 hours on a point cloud with 100 k points.

### 1.3 Our Oracle and Proximity Query Algorithms

We propose an efficient $(1+\epsilon)$-approximate shortest path oracle that answers the P2P shortest path query on a point cloud called Rapid Construction path Oracle, i.e., RC-Oracle, which has a good performance in terms of the oracle construction time, oracle size and shortest path query time compared with the best-known oracle $[55,56]$ for the P2P query on a point cloud due to the concise information about the pairwise shortest paths between any pair of POIs stored in the oracle, where $\epsilon$ is a non-negative real user parameter called an error parameter. RC-Oracle can be easily adapted to answer the A2A shortest path query on the point cloud if POIs are not given as input (we denote it as $R C$-Oracle-A2A), and also achieve a good performance compared with the best-known oracle [28] for the A2A query on a point cloud. Based on RC-Oracle and RC-Oracle-A2A, we develop efficient $(1+\epsilon)$-approximate proximity query algorithms. We introduce the key idea of the small oracle construction time of RC-Oracle.
(1) Rapid point cloud on-the-fly shortest path query algorithm: When constructing $R C$ Oracle, we propose algorithm Fast on-the-Fly shortest path query, i.e., FastFly, which is a Dijkstrabased algorithm [23] returning its calculated shortest path passing on a point cloud. It can significantly reduce the algorithm's running time, since computing the shortest path passing on a TIN is expensive.
(2) Rapid oracle construction: When constructing RC-Oracle, we use algorithm FastFly, i.e., a $S S A D$ algorithm, to calculate the shortest path passing on the point cloud from for each POI to other POIs simultaneously, and set different earlier termination criterion for different POIs, i.e., this criterion is tight.

### 1.4 Contributions and Organization

We summarize our major contributions as follows.
(1) We propose $R C$-Oracle, which is the first oracle that efficiently answers the shortest path queries on a point cloud. We also propose algorithm FastFly used for constructing RC-Oracle, and develop efficient proximity query algorithms using RC-Oracle.
(2) We provide theoretical analysis on (i) the oracle construction time, oracle size, shortest path query time and error bound of RC -Oracle, (ii) the shortest path query time and error bound of algorithm FastFly, (iii) the $k N N$ query time, range query time and error bound for proximity queries, and (iv) the distance relationships of the shortest path passing on a point cloud or a TIN.
(3) RC-Oracle performs much better than the best-known oracle [55, 56] for the P2P query and RC-Oracle-A2A performs much better than the best-known oracle [28] for the A2A query on a point cloud in terms of the oracle construction time, oracle size and shortest path query time. The $k N N$ and range query time with the assistance of $R C$-Oracle and $R C$-Oracle-A2A also perform much better than the best-known oracles $[28,55,56]$. Our experimental results show that (i) for the P2P query on a point cloud with 2.5 M points and 500 POIs, the oracle construction time and oracle size for $R C$-Oracle is $200 \mathrm{~s} \approx 3.2 \mathrm{~min}$ and 50 MB , but is $78,000 \mathrm{~s} \approx 21.7$ hours and 1.5 GB for the best-known oracle [55, 56], (ii) the $k N N$ and range query time of all 500 POIs for $R C$-Oracle are both 12.5 s, but the best-known oracle $[55,56]$ needs 150 s, and the best-known on-the-fly approximate shortest surface path query algorithm [30] on the TIN (constructed by the given cloud) needs 161,000s $\approx 1.9$ days, and (iii) for the A2A query on a point cloud with 100 k points and 5000 objects, the oracle construction time, oracle size and $k N N$ query time for RC-Oracle-A $2 A$ is $100 \mathrm{~s} \approx 1.6 \mathrm{~min}, 150 \mathrm{M}$ and 0.25 s , but is $50,000 \mathrm{~s} \approx 13.9$ hours, 21 GB and 12.5 s for the best-known oracle [28]. RC-Oracle also supports real-time responses, i.e., it can construct the oracle in 0.4 s and answer the $k N N$ query and range query in both 7 ms on a point cloud with 10 k points and 250 POIs.

The remainder of the paper is organized as follows. Section 2 provides the problem definition. Section 3 covers the related work. Section 4 presents the methodology. Section 5 covers the empirical studies and Section 6 concludes the paper.

## 2 PROBLEM DEFINITION

### 2.1 Notations and Definitions

2.1.1 Point cloud and TIN. Given a set of points, we let $C$ be a point cloud of these points, and $N$ be the number of points in $C$. Each point $p \in C$ has three coordinate values, denoted by $x_{p}, y_{p}$ and $z_{p}$. We let $x_{\max }$ and $x_{\text {min }}\left(\right.$ resp. $y_{\max }$ and $y_{\text {min }}$ ) be the maximum and minimum $x$ (resp. $y$ ) coordinate value for all points in $C$. We let $L_{x}=x_{\max }-x_{\min }\left(\right.$ resp. $\left.L_{y}=y_{\max }-y_{\text {min }}\right)$ be the side length of $C$ along $x$-axis (resp. $y$-axis), and $L=\max \left(L_{x}, L_{y}\right)$. Figure 2 (a) shows a point cloud $C$ with $L_{x}=L_{y}=4$. In this paper, the point cloud $C$ that we considered is a grid-based point cloud [11, 24], because a grid-based 3D object, e.g., a grid-based point cloud [11, 24] and a grid-based $\operatorname{TIN}[20,39,51,55,56]$, is commonly adopted in many papers. Given a point $p$ in $C$, we define $N(p)$ to be a set of neighbor points of $p$, which denotes the closest top, bottom, left, right, top-left, top-right, bottom-left and bottom-right points of $p$ in the $x y$ coordinate 2D plane. In Figure $2(\mathrm{a})$, given a green point $q, N(q)$ is denoted as 7 blue points and 1 red point $s$. We can easily extend our problem to the non-gridbased point cloud. Given a point $p$ in a non-grid-based point cloud, we just change $N(p)$ to be
a set of neighbor points of $p$ such that the Euclidean distance between $p$ and all points in this non-grid-based point cloud is smaller than a user-defined parameter. Let $P$ be a set of POIs each of which is a point on the point cloud and $n$ be the size of $P$. Since a POI can only be a point on $C$, $n \leq N$, i.e., POIs are a subset of points in a point cloud. Let $T$ be a TIN triangulated [46] by the points in $C$. Figure $2(\mathrm{~b})$ shows an example of a TIN $T$. In this figure, given a green vertex $q$, the neighbor vertices of $q$ are 6 blue vertices.


Fig. 2. (a) A point cloud with orange $\Pi^{*}(s, t \mid C)$, (b) a $T I N$ with blue $\Pi^{*}(s, t \mid T)$ and pink $\Pi_{N}(s, t \mid T)$, (c) a conceptual graph of a point cloud, and (d) a conceptual graph of a TIN
2.1.2 Conceptual graph. We define $G$ to be a conceptual graph of $C$. Let $G . V$ and $G . E$ be the set of vertices and edges of $G$. Each point in $C$ is denoted by a vertex in $G . V$. For each point $q \in C, G . E$ consists of a set of edges between $q$ and $q^{\prime} \in N(q)$. Figure 2 (c) shows a conceptual graph of a point cloud. Given a pair of points $p$ and $p^{\prime}$ in 3D space, we define $d_{E}\left(p, p^{\prime}\right)$ to be the Euclidean distance between $p$ and $p^{\prime}$. Given a pair of POIs $s$ and $t$ in $P$, (1) let $\Pi^{*}(s, t \mid C)=\left(s=q_{1}, q_{2}, \ldots, q_{l}=t\right)$, with $l \geq 2$, be the exact shortest path passing on ( $G$ of) $C$ between $s$ and $t$, such that (i) each $q_{i}$ is a vertex in $G . V$, (ii) each $\left(q_{i}, q_{i+1}\right)$ is an edge in $G . E$, and (iii) $\sum_{i=1}^{l-1} d_{E}\left(q_{i}, q_{i+1}\right)$ is the minimum, and (2) let $\Pi(s, t \mid C)$ be the shortest path returned by $R C$-Oracle. The shortest path passing on $C$ from a source (POI) to a destination (POI) can contain different sub-paths where a sub-path starts from a point on $C$ to another point on $C$, i.e., the differences between the points and POIs are that (1) we use points (from $C$ ) to construct $G$, and then calculate the shortest path passing on $G$, but (2) we use POIs as sources and destinations to calculate the shortest path. $G$ is stored as a data structure in the memory for internal processing and $C$ can be cleared from the memory, so we do not need to construct $G$ every time when we need to calculate the shortest path passing on $C$. Our experimental results show that it just needs 0.01 s to construct $G$ of $C$ with 2.5 M points. Figure 2 (a) shows an example of $\Pi^{*}(s, t \mid C)$ in orange line. We define $|\cdot|$ to be the distance ofa path (e.g., $\left|\Pi^{*}(s, t \mid C)\right|$ is the distance of $\left.\Pi^{*}(s, t \mid C)\right)$. RC-Oracle guarantees that $|\Pi(s, t \mid C)| \leq(1+\epsilon)\left|\Pi^{*}(s, t \mid C)\right|$ for any $s$ and $t$ in $P$.

Similar to $G$, we define $G^{\prime}$ to be a conceptual graph of $T$. Let $G^{\prime} . V$ and $G^{\prime} . E$ be the set of vertices and edges of $G^{\prime}$, where each vertex in $T$ is denoted by a vertex in $G^{\prime} . V$, and each edge in $T$ is denoted by an edge in $G^{\prime}$.E. Figure 2 (d) shows a conceptual graph of a TIN. Given a pair of POIs $s$ and $t$ in $P$, (1) let $\Pi^{*}(s, t \mid T)=\left(s=m_{1}, m_{2}, \ldots, m_{l}=t\right)$ be the exact shortest surface path passing on $T$ between $s$ and $t$, such that (i) each $m_{i}$ is a point along an edge of $T$, and (ii) $\sum_{i=1}^{l-1} d_{E}\left(m_{i}, m_{i+1}\right)$ is the minimum, (2) let $\Pi_{N}(s, t \mid T)=\left(s=n_{1}, n_{2}, \ldots, n_{l}=t\right)$ be the shortest network path passing on ( $G^{\prime}$ of) $T$ between $s$ and $t$, such that (i) each $n_{i}$ is a vertex in $G^{\prime} . V$, (ii) each $\left(n_{i}, n_{i+1}\right)$ is an edge in $G^{\prime} . E$, and (iii) $\sum_{i=1}^{l-1} d_{E}\left(n_{i}, n_{i+1}\right)$ is the minimum. $G^{\prime}$ is also stored as a data structure in the memory for internal processing and $T$ can be cleared from the memory. Figure 2 (b) shows an example of $\Pi^{*}(s, t \mid T)$ in blue line and $\Pi_{N}(s, t \mid T)$ in pink line. Table 1 shows a notation table.

Table 1. Summary of frequent used notations

| Notation | Meaning |
| :--- | :--- |
| $C$ | The point cloud with a set of points |
| $N$ | The number of points of $C$ |
| $L$ | The maximum side length of $C$ |
| $d_{E}\left(p, p^{\prime}\right)$ | The Euclidean distance between point $p$ and $p^{\prime}$ |
| $P$ | The set of POI |
| $n$ | The number of vertices of $P$ |
| $\epsilon$ | The error parameter |
| $T$ | The TIN constructed by $C$ |
| $\Pi^{*}(s, t \mid C)$ | The exact shortest path passing on $C$ between $s$ and $t$ |
| $\left\|\Pi^{*}(s, t \mid C)\right\|$ | The distance ofп ${ }^{*}(s, t \mid C)$ |
| $\Pi(s, t \mid C)$ | The shortest path passing on $C$ between $s$ and $t$ returned by $R C$-Oracle |
| $\Pi^{*}(s, t \mid T)$ | The exact shortest surface path passing on $T$ between $s$ and $t$ |
| $\Pi_{N}(s, t \mid T)$ | The shortest network path passing on $T$ between $s$ and $t$ |

2.1.3 P2P and A2A query. By creating POIs that have the same coordinate values as all points in the point cloud, the A 2 A query can be regarded as one form of the P 2 P query. Furthermore, in the P2P query, there is no need to consider the case when a new POI is added or removed. In the case when a POI is added, we can create an oracle to answer the A2A query, which implies we have considered all possible POIs to be added. In the case when a POI is removed, we can still use the original oracle.

### 2.2 Problem

The problem is to (1) design an efficient $(1+\epsilon)$-approximate shortest path oracle on a point cloud with the state-of-the-art performance in terms of the oracle construction time, oracle size and shortest path query time, and (2) use this oracle for efficiently answering the $(1+\epsilon)$-approximate $k N N$ and range query.

## 3 RELATED WORK

### 3.1 On-the-fly Algorithms

All existing on-the-fly proximity query algorithms [45,53,62] on a point cloud are very slow. Given a point cloud, they first triangulate it into a $T I N[46]$ in $O(N)$ time, then they calculate the shortest path passing on this TIN. To the best of our knowledge, no algorithm can answer proximity queries on a point cloud directly without converting it to a TIN. There are two types of TIN shortest path query algorithms, i.e., (1) the shortest surface path [15, 30, 35, 41, 57] and (2) the shortest network path [31] query algorithms.
3.1.1 Shortest surface path query algorithms. There are two more sub-types. (1) Exact algorithms: Algorithm [41] (resp. algorithm [57]) uses continuous Dijkstra (resp. checking window) algorithm to calculate the result in $O\left(N^{2} \log N\right)\left(\right.$ resp. $\left.O\left(N^{2} \log N\right)\right)$ time, and the best-known exact shortest surface path query algorithm Chen and Han, i.e., algorithm CH [15] (as recognized by $[30,31,51,58])$ unfolds the 3D TIN into a 2 D TIN, and then connects the source and destination using a line segment on this 2D $T I N$ to calculate the result in $O\left(N^{2}\right)$ time. But, algorithm $C H$ (without constructing a TIN first) cannot be directly adapted on the point cloud, because there is no face to be unfolded in a point cloud. (2) Approximate algorithms: All algorithms [30, 35] place discrete points (i.e., Steiner points) on edges of a TIN, and then construct a graph using these Steiner points together with the original vertices to calculate the result. The best-known $(1+\epsilon)$-approximate shortest surface path query algorithm, i.e., algorithm Kaul [30] (as recognized
by $[55,56])$ runs in $O\left(\frac{l_{\max } N}{\epsilon l_{\min } \sqrt{1-\cos \theta}} \log \left(\frac{l_{\max } N}{\epsilon l_{\min } \sqrt{1-\cos \theta}}\right)\right)$ time, where $l_{\max }$ (resp. $l_{\text {min }}$ ) is the length of the longest (resp. shortest) edge of the TIN, and $\theta$ is the minimum inner angle of any face in the TIN. If we let the path pass on the conceptual graph of the point cloud, algorithm Kaul (without constructing a TIN first) can be adapted on the point cloud, and it becomes algorithm FastFly.
3.1.2 Shortest network path query algorithm. Since the shortest network path does not cross the faces of a TIN, it is an approximate path. The best-known approximate shortest network path query algorithm Dijkstra, i.e., algorithm Dijk [31] runs in $O(N \log N)$ time. If we let the path pass on the conceptual graph of the point cloud, algorithm Dijk (without constructing a TIN first) can be adapted on the point cloud, and it becomes algorithm FastFly.

Drawbacks of the on-the-fly algorithms: Although we can pre-process the point cloud and store the generated $T I N$ as a data structure in the memory, all these algorithms are still time-consuming. Since the time for calculating the shortest path passing on a $\operatorname{TIN}$ is $10^{2}$ to $10^{5}$ times larger than the time for converting a point cloud to a TIN. Thus, the latter time can be neglected. We denote algorithm (1) CH-Adapt, (2) Kaul-Adapt and (3) Dijk-Adapt, to be the adapted algorithm [45,53, 62], which first constructs a TIN using the given point cloud (i.e., we store the TIN as a data structure in the memory and clear the given point cloud from the memory), and then use algorithm (1) CH [15], (2) Kaul [30] and (3) Dijk [31] to compute the corresponding shortest path passing on the TIN. Since we regard the shortest path passing on a point cloud as the exact shortest path, algorithm CH-Adapt, Kaul-Adapt and Dijk-Adapt return the approximate shortest path passing on a point cloud. Our experimental results show algorithm CH-Adapt, Kaul-Adapt and Dijk-Adapt first needs to convert a point cloud with 0.5 M points to a TIN in 4.2 s , then perform the $k N N$ query for all 2500 objects on this $T I N$ in $290,000 \mathrm{~s} \approx 3.2$ days, $90,000 \mathrm{~s} \approx 1$ day and 15,000 s $\approx 4.2$ hours, respectively.

### 3.2 Oracles for the shortest path query

No existing oracle can answer the shortest path query between pairs of POIs (or any points) on a point cloud. But, Space Efficient Oracle (SE-Oracle) [55, 56] (resp. Efficiently ARbitrary pints-toarbitrary points Oracle (EAR-Oracle) [28]) can answer the P2P (resp. AR2AR) by using an oracle to index shortest surface paths passing on a TIN. We denote (1) SE-Oracle-Adapt to be the adapted oracle of SE-Oracle $[55,56]$ that first constructs a TIN from a point cloud (i.e., we store the TIN as a data structure in the memory and clear the given point cloud from the memory), then uses SE-Oracle on this TIN. Similarly, we denote (2) EAR-Oracle-Adapt as the adapted oracle of EAR-Oracle [28]. By performing a linear scan using the shortest path query results, they can answer other proximity queries.
3.2.1 SE-Oracle-Adapt. It uses a compressed partition tree $[55,56]$ and well-separated node pair sets [13] to index the $(1+\epsilon)$-approximate pairwise P2P shortest surface paths passing on a TIN (constructed by the given point cloud). Its oracle construction time, oracle size and shortest path query time are $O\left(n N^{2}+\frac{n h}{\epsilon^{2 \beta}}+n h \log n\right), O\left(\frac{n h}{\epsilon^{2 \beta}}\right)$ and $O\left(h^{2}\right)$, respectively, where $h$ is the height of the compressed partition tree and $\beta \in[1.5,2]$ is the largest capacity dimension [55, 56]. It is regarded as the best-known oracle for the P2P query on a point cloud.

Drawbacks of SE-Oracle-Adapt: Its oracle construction time is large due to the bad criterion for algorithm earlier termination. For POIs in the same level of the compressed partition tree, they have the same earlier termination criteria. But, in RC-Oracle, we have different earlier termination criteria for each different POI, to minimize the running time of the SSAD algorithm. In the P2P query on a point cloud, for a point cloud with 2.5 M points and 500 POIs, the oracle construction time of SE-Oracle-Adapt is $78,000 \mathrm{~s} \approx 21.7$ hours, while $R C$-Oracle just needs $200 \mathrm{~s} \approx 3.2 \mathrm{~min}$.
3.2.2 EAR-Oracle-Adapt. It also uses well-separated node pair sets, which is similar to SE-OracleAdapt. But, EAR-Oracle-Adapt adapts SE-Oracle-Adapt from the P2P query on a point cloud to the A2A query on a point cloud by using Steiner points on the faces of the TIN (constructed by the given point cloud) and highway nodes as POIs in well-separated node pair sets construction. Its oracle construction time, oracle size and shortest path query time are $O\left(\lambda \xi m N^{2}+\frac{N^{2}}{\epsilon^{2 \beta}}+\frac{N h}{\epsilon^{2 \beta}}+N h \log N\right)$, $O\left(\frac{\lambda m N}{\xi}+\frac{N h}{\epsilon^{2 \beta}}\right)$ and $O(\lambda \xi \log (\lambda \xi))$, respectively, where $\lambda$ is the number of highway nodes covered by a minimum square, $\xi$ is the square root of the number of boxes, and $m$ is the number of Steiner points per face. It is regarded as the best-known oracle for the A2A query on a point cloud.

Drawbacks of EAR-Oracle-Adapt: It also has the bad criterion for algorithm earlier termination drawback. In the A2A query on a point cloud, for a point cloud with 100 k points, the oracle construction time of EAR-Oracle-Adapt is $50,0000 \mathrm{~s} \approx 13.9$ hours, while RC-Oracle-A2A just needs $100 \mathrm{~s} \approx 1.6 \mathrm{~min}$.

### 3.3 Oracles for other proximity queries

No existing oracle can answer proximity queries on a point cloud. But, studies [20, 21, 51] build an oracle to answer proximity queries on a TIN. Specifically, studies [20,21] use a multi-resolution terrain model (resp. $\underline{\text { SUrface Oracle (SU-Oracle) [51] uses a surface index) to answer the } k N N \text { query }}$ on a $T I N$ in $O\left(N^{2}\right)\left(\right.$ resp. $\left.O\left(\overline{N \log ^{2}} N\right)\right)$ time. We adapt SU-Oracle to be SU-Oracle-Adapt in a similar way of SE-Oracle-Adapt. Although SU-Oracle-Adapt is regarded as the best-known oracle to directly answer the $k N N$ query, studies [55,56] show the $k N N$ query time of SU-Oracle-Adapt is up to 5 times larger than that of using SE-Oracle-Adapt with a linear scan of the shortest path query result.

### 3.4 Comparisons

We compare RC-Oracle, algorithm FastFly and other algorithms that support the shortest path query on a point cloud in Table 2. Recall that when constructing RC-Oracle, we have different earlier termination criteria for different POIs when using algorithm FastFly. We denote the naive version of our oracle as $R C$-Oracle-Naive if no earlier termination criterion is used. From the table, RC-Oracle is the best oracle and algorithm FastFly is the best on-the-fly algorithm.

Table 2. Comparison of algorithms (support the shortest path query) on a point cloud

| Algorithm | Oracle construction time |  | Oracle size |  | Shortest path query time |  | Error |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Oracle-based algorithm |  |  |  |  |  |  |  |
| SE-Oracle-Adapt [55, 56] | $\begin{aligned} & O\left(n N^{2}+\frac{n h}{\epsilon^{2 \beta}}\right. \\ & \quad+n h \log n) \end{aligned}$ | Large | $O\left(\frac{n h}{\epsilon^{2 \beta}}\right)$ | Medium | $O\left(h^{2}\right)$ | Small | Small |
| EAR-Oracle-Adapt [28] | $\begin{aligned} & O\left(\lambda \xi m N^{2}+\frac{N^{2}}{\epsilon^{2 \beta}}\right. \\ & \left.\quad+\frac{N h}{\epsilon^{2 \beta}}+N h \log N\right) \end{aligned}$ | Large | $\begin{array}{r} O\left(\frac{\lambda m N}{\xi}\right. \\ \left.\quad+\frac{N h}{\epsilon^{2} \beta}\right) \end{array}$ | Large | $O(\lambda \xi \log (\lambda \xi))$ | Medium | Small |
| RC-Oracle-Naive | $O\left(n N \log N+n^{2}\right)$ | Medium | $O\left(n^{2}\right)$ | Large | $O(1)$ | Tiny | Small |
| RC-Oracle (ours) | $O\left(\frac{N \log N}{\epsilon}+n \log n\right)$ | Small | $O\left(\frac{n}{\epsilon}\right)$ | Small | $O(1)$ | Tiny | Small |
| On-the-fly algorithm |  |  |  |  |  |  |  |
| CH-Adapt [15] | - | N/A | - | N/A | $O\left(N^{2}\right)$ | Large | Small |
| Kaul-Adapt [30] | - | N/A | - | N/A | $\begin{aligned} & O\left(\frac{l_{\max } N}{\epsilon l_{\min } \sqrt{1-\cos \theta}}\right. \\ & \left.\log \left(\frac{l_{\max } N}{\epsilon l_{\min } \sqrt{1-\cos \theta}}\right)\right) \end{aligned}$ | Large | Small |
| Dijk-Adapt [31] | - | N/A | - | N/A | $O(N \log N)$ | Medium | Medium |
| FastFly (ours) | - | N/A | - | N/A | $O(N \log N)$ | Medium | No error |

Remark: $n \ll N, h$ is the height of the compressed partition tree, $\beta$ is the largest capacity dimension [55,56], $\lambda$ is the number of highway nodes covered by a minimum square, $\xi$ is the square root of the number of boxes, $m$ is the number of Steiner points per face, $\theta$ is the minimum inner angle of any face in $T, l_{\max }\left(\right.$ resp. $l_{\min }$ ) is the length of the longest (resp. shortest) edge of $T$.

## 4 METHODOLOGY

### 4.1 Overview of $\boldsymbol{R C}$-Oracle

We first use an example to illustrate $R C$-Oracle. In Figure 3 (a), we have a point cloud and a set of POIs. In Figures 3 (b) - (e), we construct RC-Oracle by calculating the shortest paths among these POIs. In Figure 3 (f), we answer the shortest path query between two POIs using RC-Oracle. Next, we introduce the two components and two phases of $R C$-Oracle.


Fig. 3. RC-Oracle framework overview
4.1.1 Components of RC-Oracle. There are two components, i.e., the path map table and the endpoint map table.
(1) The path map table $M_{\text {path }}$ is a hash table [17] that stores a set of key-value pairs. For each key-value pair, it stores a pair of endpoints (i.e., POIs) $u$ and $v$, as a key $\langle u, v\rangle$, and the corresponding exact shortest path $\Pi^{*}(u, v \mid C)$ passing on $C$, as a value. $M_{\text {path }}$ needs linear space in terms of the number of paths to be stored. Given a pair of endpoints (i.e., POIs) $u$ and $v, M_{\text {path }}$ can return the associated exact shortest path $\Pi^{*}(u, v \mid C)$ passing on $C$ in $O(1)$ time. In Figure $3(\mathrm{~d})$, there are 7 exact shortest paths passing on $C$, and they are stored in $M_{\text {path }}$ in Figure 3 (e). For the exact shortest paths passing on $C$ between $b$ and $c, M_{\text {path }}$ stores $\langle b, c\rangle$ as a key and $\Pi^{*}(b, c \mid C)$ as a value.
(2) The endpoint map table $M_{\text {end }}$ is a hash table that stores a set of key-value pairs. For each key-value pair, it stores an endpoint (i.e., a POI) $u$ as a key (such that we do not store all the exact shortest paths passing on $C$ in $M_{\text {path }}$ from $u$ to other non-processed endpoints), and another endpoint (i.e., a POI) $v$ as a value (such that $v$ is close to $u$, and we concatenate $\Pi^{*}(u, v \mid C)$ and the exact shortest paths passing on $C$ with $v$ as a source, to approximate the shortest paths passing on $C$ with $u$ as a source). The space consumption and query time of $M_{\text {end }}$ is similar to $M_{\text {path }}$. In Figure 3 (d), $a$ is close to $b$, we concatenate $\Pi^{*}(b, a \mid C)$ and the exact shortest paths passing on $C$ with $a$ as a source, to approximate the shortest paths passing on $C$ with $b$ as a source, so we store $b$ as a key and $a$ as a value in $M_{\text {end }}$ in Figure 3 (e).
4.1.2 Phases of RC-Oracle. There are two phases, i.e., construction phase and shortest path query phase (see Figure 3). (1) In the construction phase, given a point cloud $C$ and a set of POIs $P$, we pre-compute the exact shortest paths passing on $C$ between some selected pairs of POIs, store them in $M_{p a t h}$, and store the non-selected POIs and their corresponding selected POIs in $M_{\text {end }}$. (2) In the shortest path query phase, given a pair of POIs, $M_{p a t h}$ and $M_{\text {end }}$, we answer the path results between this pair of POIs efficiently.

### 4.2 Key Idea of RC-Oracle

4.2.1 Small oracle construction time. We give the reason why $R C$-Oracle has a small oracle construction time.
(1) Rapid point cloud on-the-fly shortest path querying by algorithm FastFly: When constructing $R C$-Oracle, given a point cloud $C$ and a pair of POIs $s$ and $t$ on $C$, we use algorithm FastFly (a Dijkstra's algorithm [23]) to directly calculate the exact shortest path passing on the conceptual graph of $C$ between $s$ and $t$. Figure 4 (a) shows the shortest path passing on a point cloud calculated by algorithm FastFly, and Figure 4 (b) (resp. Figure 4 (c)) shows the shortest surface (resp. network) path passing on a TIN calculated by algorithm CH-Adapt (resp. Dijk-Adapt) of Mount Rainier in an area of $20 \mathrm{~km} \times 20 \mathrm{~km}$. The path in Figures 4 (a) and (b) are similar, but calculating the former path is much faster than the latter path, since the query region of the former path is smaller than the latter path. The path in Figure 4 (c) has a larger error than the path in Figure 4 (a). Thus, we use algorithm FastFly as the on-the-fly algorithm for constructing RC-Oracle.


Fig. 4. (a) The shortest path passing on a point cloud, the shortest (b) surface and (c) network path passing on a TIN


Fig. 5. SE-Oracle-Adapt
(2) Rapid oracle construction: When constructing RC-Oracle, we regard each POI as a source and use algorithm FastFly, i.e., a SSAD algorithm, for $n$ times for oracle construction, and we assign a different earlier termination criteria for each POI to terminate the SSAD algorithm earlier for timesaving. There are two versions of a SSAD algorithm. (i) Given a source POI and a set of destination POIs, the SSAD algorithm can terminate earlier if it has visited all destination POIs. (ii) Given a source POI and a termination distance (denoted by $D$ ), the SSAD algorithm can terminate earlier if the searching distance from the source POI is larger than $D$. We use the first version. For each POI, by considering more geometry information of the point cloud, including the Euclidean distance and the distance of the previously calculated shortest paths, we use different earlier termination criteria to calculate the corresponding destination POIs, such that the number of destination POIs is minimized, and these destination POIs are closer to the source POI compared with other POIs.

We use an example for illustration. In Figure 3 (a), we have a set of POIs $a, b, c, d$, e. In Figure 3 (b) - (d), we process these POIs based on their $y$-coordinate, i.e., we process them in the order of $a, b, c, d, e$. In Figure 3 (b), for $a$, we use the SSAD algorithm (i.e., FastFly) to calculate the shortest paths passing on $C$ from $a$ to all other POIs. We store the paths in $M_{\text {path }}$. In Figure 3 (c), for $b$, if $b$ is close to $a$, i.e., judged using the previously calculated $\left|\Pi^{*}(a, b \mid C)\right|$, and $b$ is far away from $d$ (resp. e), i.e., judged using the Euclidean distance $d_{E}(b, d)$ (resp. $d_{E}(b, e)$ ), we can use $\Pi^{*}(b, a \mid C)$ and $\Pi^{*}(a, d \mid C)$ (resp. $\Pi^{*}(b, a \mid C)$ and $\left.\Pi^{*}(a, e \mid C)\right)$ to approximate $\Pi^{*}(b, d \mid C)$ (resp. $\left.\Pi^{*}(b, e \mid C)\right)$. Thus, we just need to use the SSAD algorithm with $b$ as a source, and terminate earlier when it has visited $c$. We store the path in $M_{\text {path }}$, and $b$ as key and $a$ as value in $M_{\text {end }}$. In Figure 3 (d), for $c$, we repeat the process as of for $a$. We store the paths in $M_{\text {path }}$. Similarly, for $d$, we use $\left|\Pi^{*}(c, d \mid C)\right|$ and $d_{E}(c, e)$ to determine whether we can terminate the SSAD algorithm earlier with $d$ as a source. We found
that there is even no need to use the SSAD algorithm with $d$ as the source. For different POIs $b$ and $d$, we use different termination criteria (i.e., $\left|\Pi^{*}(a, b \mid C)\right|$ and $d_{E}(b, d)$ for $b,\left|\Pi^{*}(c, d \mid C)\right|$ and $d_{E}(c, e)$ for $d$ ) to calculate a different set of destination POIs for time-saving. We store $d$ as key and $c$ as value in $M_{\text {end }}$. In Figure 3 (e), we have $M_{\text {path }}$ and $M_{\text {end }}$.
However, in SE-Oracle-Adapt, it has the bad criterion for algorithm earlier termination drawback. After the construction of the compressed partition tree, it pre-computes the shortest surface paths passing on $T$ using the $S S A D$ algorithm (i.e., $C H$-Adapt) with each POI as a source for $n$ times, to construct the well-separated node pair sets. It uses the second version of the SSAD algorithm and sets termination distance $D=\frac{8 r}{\epsilon}+10 r$, where $r$ is the radius of the source POI in the compressed partition tree. Given two POIs $a$ and $b$ in the same level of the tree, their termination distances are the same (suppose that the value is $d_{1}$ ). However, for $a$, it is enough to terminate the SSAD algorithm when the searching distance from $a$ is larger than $d_{2}$, where $d_{2}<d_{1}$. This results in a large oracle construction time. In Figure 5, when processing $d$, suppose that $b$ and $d$ are in the same level of the tree, and they use the same termination criteria to get the same termination distance $D$. Since $\left|\Pi^{*}(d, e \mid C)\right|<D$, for $d$, it cannot terminate the $S S A D$ algorithm earlier until $e$ is visited. The two versions of the SSAD algorithm are similar, we achieve a small oracle construction time mainly by using different termination criteria for different POIs, unlike using the same termination criteria for different POIs in SE-Oracle-Adapt.
4.2.2 Small oracle size. We introduce the reason why RC-Oracle has a small oracle size. We only store a small number of paths in RC-Oracle, i.e., we do not store the paths between any pairs of POIs. In Figure 3 (d), for a pair of POIs $b$ and $d$, we use $\Pi^{*}(b, a \mid C)$ and $\Pi^{*}(a, d \mid C)$ to approximate $\Pi^{*}(b, d \mid C)$, i.e., we will not store $\Pi^{*}(b, d \mid C)$ in $M_{\text {path }}$ for memory saving.
4.2.3 Small shortest path query time. We use an example to introduce the reason why $R C$ Oracle has a small shortest path query time. In Figure 3 (f), in the shortest path query phase of $R C$-Oracle, we need to query the shortest path passing on $C$ (1) between $a$ and $d$, and (2) between $b$ and $d$. (1) For $a$ and $d$, since $\langle a, d\rangle \in M_{p a t h}$.key, we can directly return $\Pi^{*}(a, d \mid C)$. (2) For $b$ and $d$, since $\langle b, d\rangle \notin M_{\text {path }}$. $k e y, b$ and $d$ are both keys in $M_{\text {end }}$, we use the key $b$ with a smaller $y$-coordinate value to retrieve the value $a$ in $M_{\text {end }}$, then in $M_{\text {path }}$, we use $\langle b, a\rangle$ and $\langle a, d\rangle$ to retrieve $\Pi^{*}(b, a \mid C)$ and $\Pi^{*}(a, d \mid C)$, for approximating $\Pi^{*}(b, d \mid C)$.

### 4.3 Implementation Details of RC-Oracle

4.3.1 Construction Phase. Given a point cloud $C$ and a set of POIs $P, R C$-Oracle pre-computes the exact shortest paths passing on $C$ between some selected pairs of POIs, stores them in $M_{\text {path }}$, and stores the non-selected POIs and their corresponding POIs in $M_{\text {end }}$.

Notation: Let $P_{\text {remain }}=\left\{p_{1}, p_{2}, \ldots\right\}$ be a set of remaining POIs of $P$ that we have not used algorithm FastFly to calculate the exact shortest paths passing on $C$ with $p_{i} \in P_{\text {remain }}$ as a source. $P_{\text {remain }}$ is initialized to be $P$. Given a POI $q$, let $P_{\text {dest }}(q)=\left\{p_{1}, p_{2}, \ldots\right\}$ be a set of POIs of $P$ that we need to use FastFly to calculate the exact shortest paths passing on $C$ from $q$ to $p_{i} \in P_{\text {dest }}(q)$. $P_{\text {dest }}(q)$ is empty at the beginning. In Figure 3 (c), $P_{\text {remain }}=\{c, d, e\}$ since we have not used FastFly to calculate the exact shortest paths with $c, d, e$ as source, $P_{\text {dest }}(b)=\{c\}$ since we need to use FastFly to calculate the exact shortest path from $b$ to $c$.

Detail and example: Algorithm 1 shows the construction phase in detail, and the following illustrates it with an example.
(1) POIs sort (lines 2-3): In Figure 3 (b), since $L_{x}<L_{y}$, the sorted POIs are $a, b, c, d, e$.
(2) Shortest paths calculation (lines 4-20): There are two steps.
(i) Exact shortest paths calculation (lines 5-9): In Figure 3 (b), $a$ has the smallest $y$-coordinate based on the sorted POIs in $P_{\text {remain }}$, we delete $a$ from $P_{\text {remain }}$ (so $P_{\text {remain }}=P_{\text {remain }}^{\prime}=\{b, c, d, e\}$ ), calculate

```
Algorithm 1 Construction ( \(C, P\) )
Input: a point cloud \(C\) and a set of POIs \(P\)
Output: a path map table \(M_{\text {path }}\) and an endpoint map table \(M_{\text {end }}\)
    \(P_{\text {remain }} \leftarrow P, M_{\text {path }} \leftarrow \emptyset, M_{\text {end }} \leftarrow \emptyset\)
    if \(L_{x} \geq L_{y}\) (resp. \(L_{x}<L_{y}\) ) then
        sort POIs in \(P_{\text {remain }}\) in ascending order using \(x\)-coordinate (resp. \(y\)-coordinate)
    while \(P_{\text {remain }}\) is not empty do
        \(u \leftarrow\) a POI in \(P_{\text {remain }}\) with the smallest \(x\)-coordinate / \(y\)-coordinate
        \(P_{\text {remain }} \leftarrow P_{\text {remain }}-\{u\}, P_{\text {remain }}^{\prime} \leftarrow P_{\text {remain }}\)
        calculate the exact shortest paths passing on \(C\) from \(u\) to each POI in \(P_{\text {remain }}^{\prime}\) simultaneously using
        algorithm FastFly
        for each POI \(v \in P_{\text {remain }}^{\prime}\) do
            key \(\leftarrow\langle u, v\rangle\), value \(\leftarrow \Pi^{*}(u, v \mid C), M_{\text {path }} \leftarrow M_{\text {path }} \cup\{k e y\), value \(\}\)
        sort POIs in \(P_{\text {remain }}^{\prime}\) in ascending order using the exact distance on \(C\) between \(u\) and each \(v \in P_{\text {remain }}\),
        i.e., \(\left|\Pi^{*}(u, v \mid C)\right|\)
        for each sorted POI \(v \in P_{\text {remain }}^{\prime}\) such that \(\left|\Pi^{*}(u, v \mid C)\right| \leq \epsilon L\) do
            \(P_{\text {remain }} \leftarrow P_{\text {remain }}-\{v\}, P_{\text {remain }}^{\prime} \leftarrow P_{\text {remain }}^{\prime}-\{v\}, P_{\text {dest }}(v) \leftarrow \emptyset\)
            for each POI \(w \in P_{\text {remain }}^{\prime}\) do
                if \(d_{E}(v, w)>\frac{2}{\epsilon} \cdot\left|\Pi^{*}(u, v \mid C)\right|\) and \(v \notin M_{\text {end }}\).key then
                    key \(\leftarrow v\), value \(\leftarrow u, M_{\text {end }} \leftarrow M_{\text {end }} \cup\{\) key, value \(\}\)
                    else if \(d_{E}(v, w) \leq \frac{2}{\epsilon} \cdot\left|\Pi^{*}(u, v \mid C)\right|\) then
                        \(P_{\text {dest }}(v) \leftarrow P_{\text {dest }}(v) \cup\{w\}\)
            calculate the exact shortest paths passing on \(C\) from \(v\) to each POI in \(P_{\text {dest }}(v)\) simultaneously using
            algorithm FastFly
            for each POI \(w \in P_{\text {dest }}(v)\) do
            \(k e y \leftarrow\langle v, w\rangle\), value \(\leftarrow \Pi^{*}(v, w \mid C), M_{\text {path }} \leftarrow M_{\text {path }} \cup\{k e y\), value \(\}\)
    return \(M_{\text {path }}\) and \(M_{\text {end }}\)
```

the exact shortest paths passing on $C$ from $a$ to $b, c, d, e$ (in purple lines) using algorithm FastFly, and store each POIs pair as a key and the corresponding path as a value in $M_{\text {path }}$.
(ii) Shortest paths approximation (lines 10-20): In Figure 3 (c), $b$ is the POI in $P_{\text {remain }}^{\prime}$ closest to $a, c$ is the POI in $P_{\text {remain }}^{\prime}$ second closest to $a$, so the following order is $b, c, \ldots$. There are two cases:

- Approximation loop start (lines 11-20): In Figure 3 (c), we first select $a$ 's closest POI in $P_{\text {remain }}^{\prime}$, i.e., $b$, since $d_{E}(a, b) \leq \epsilon L$, it means $a$ and $b$ are not far away, we start the approximation loop, delete $b$ from $P_{\text {remain }}$ and $P_{\text {remain }}^{\prime}$, so $P_{\text {remain }}=P_{\text {remain }}^{\prime}=\{c, d, e\}$. There are three steps:
- Far away POIs selection (lines 13-15): In Figure 3 (c), $d_{E}(b, d)>\frac{2}{\epsilon} \cdot\left|\Pi^{*}(a, b \mid C)\right|, d_{E}(b, e)>$ $\frac{2}{\epsilon} \cdot\left|\Pi^{*}(a, b \mid C)\right|, d \notin M_{\text {end }}$.key and $e \notin M_{\text {end }}$.key, it means $d$ and $e$ are far away from $b$, we can use $\Pi^{*}(b, a \mid C)$ and $\Pi^{*}(a, d \mid C)$ that we have already calculated before to approximate $\Pi^{*}(b, d \mid C)$, and use $\Pi^{*}(b, a \mid C)$ and $\Pi^{*}(a, e \mid C)$ that we have already calculated before to approximate $\Pi^{*}(b, e \mid C)$, so we get $\Pi(b, d \mid C)$ by concatenating $\Pi^{*}(b, a \mid C)$ and $\Pi^{*}(a, d \mid C)$, and get $\Pi(b, e \mid C)$ by concatenating $\Pi^{*}(b, a \mid C)$ and $\Pi^{*}(a, e \mid C)$, we store $b$ as key and $a$ as value in $M_{\text {end }}$.
- Close POIs selection (line 13 and lines 16-17): In Figure 3 (c), $d_{E}(b, c) \leq \frac{2}{\epsilon} \cdot\left|\Pi^{*}(a, b \mid C)\right|$, it means $c$ is close to $b$, so we cannot use any existing exact shortest paths passing on $C$ to approximate $\Pi^{*}(b, c \mid C)$, then we store $c$ into $P_{\text {dest }}(b)$.
- Selected exact shortest paths calculation (lines 18-20): In Figure 3 (c), when we have processed all POIs in $P_{\text {remain }}^{\prime}$ with $b$ as a source, we have $P_{\text {dest }}(b)=\{c\}$, we use algorithm FastFly to calculate the exact shortest path passing on $C$ between $b$ and $c$, i.e., $\Pi^{*}(b, c \mid C)$ (in green line), and store
$\langle b, c\rangle$ as a key and $\Pi^{*}(b, c \mid C)$ as a value in $M_{p a t h}$. Note that we can terminate algorithm FastFly earlier since we just need to visit POIs that are close to $b$, and we do not need to visit $d$ and $e$.
- Approximation loop end (line 11): In Figure 3 (c), since we have processed $b$, and $P_{\text {remain }}^{\prime}=\{c, d, e\}$, we select $a$ 's closest POI in $P_{\text {remain }}^{\prime}$, i.e., $c$, since $d_{E}(a, c)>\epsilon L$, it means $a$ and $c$ are far away, and it is unlikely to have a POI $m$ that satisfies $d_{E}(c, m)>\frac{2}{\epsilon} \cdot\left|\Pi^{*}(a, c \mid C)\right|$, we end the approximation loop and terminate the iteration.
(3) Shortest paths calculation iteration (lines 4-20): In Figure 3 (d), we repeat the iteration, and calculate the exact shortest paths passing on $C$ with $c$ as a source (in orange lines).
4.3.2 Shortest Path Query Phase. Given a pair of POIs $s$ and $t$ in $P, M_{\text {path }}$ and $M_{\text {end }}, R C$-Oracle efficiently answers the associated shortest path $\Pi(s, t \mid C)$ passing on $C$, which is a $(1+\epsilon)$-approximated exact shortest path of $\Pi^{*}(s, t \mid C)$ in $O(1)$ time. Given a pair of POIs $s$ and $t$, there are two cases ( $s$ and $t$ are interchangeable, i.e., $\langle s, t\rangle=\langle t, s\rangle)$ :
(1) Exact shortest path retrieval: If $\langle s, t\rangle \in M_{\text {path }}$.key, we retrieve $\Pi^{*}(s, t \mid C)$ using $\langle s, t\rangle$ in $O(1)$ time (in Figures 3 (d) and (e), given $a$ and $d$, since $\langle a, d\rangle \in M_{\text {path }}$.key, we retrieve $\Pi^{*}(a, d \mid C)$ ).
(2) Approximate shortest path retrieval: If $\langle s, t\rangle \notin M_{\text {path }}$.key, it means $\Pi^{*}(s, t \mid C)$ is approximated by two exact shortest paths passing on $C$ in $M_{\text {path }}$, and (i) either $s$ or $t$ is a key in $M_{\text {end }}$, or (ii) both $s$ and $t$ are keys in $M_{\text {end }}$. Without loss of generality, suppose that (i) $s$ exists in $M_{\text {end }}$ if either $s$ or $t$ is a key in $M_{\text {end }}$, or (ii) the $x$ - (resp. $y$-) coordinate of $s$ is smaller than $t$ when $L_{x} \geq L_{y}$ (resp. $L_{x}<L_{y}$ ) if both $s$ and $t$ are keys in $M_{\text {end }}$. For both of two cases, we retrieve the value $s^{\prime}$ using the key $s$ from $M_{\text {end }}$ in $O(1)$ time, then retrieve $\Pi^{*}\left(s, s^{\prime} \mid C\right)$ and $\Pi^{*}\left(s^{\prime}, t \mid C\right)$ from $M_{p a t h}$ using $\left\langle s, s^{\prime}\right\rangle$ and $\left\langle s^{\prime}, t\right\rangle$ in $O(1)$ time, and use $\Pi^{*}\left(s, s^{\prime} \mid C\right)$ and $\Pi^{*}\left(s^{\prime}, t \mid C\right)$ to approximate $\Pi^{*}(s, t \mid C)$ (i) in Figures 3 (d) and (e), given $b$ and $e$, since $\langle b, e\rangle \notin M_{p a t h} . k e y, b$ is a key in $M_{\text {end }}$, so we retrieve the value $a$ using the key $b$ in $M_{\text {end }}$, then in $M_{p a t h}$, we use $\langle b, a\rangle$ and $\langle a, e\rangle$ to retrieve $\Pi^{*}(b, a \mid C)$ and $\Pi^{*}(a, e \mid C)$, for approximating $\Pi^{*}(b, e \mid C)$, or (ii) in Figure 3 (d), (e) and (f), given $b$ and $d$, since $\langle b, d\rangle \notin M_{\text {path. }}$.key, $b$ and $d$ are both keys in $M_{e n d}$, and $L_{x}<L_{y}$, we use the key $b$ with a smaller $y$-coordinate value to retrieve the value $a$ in $M_{\text {end }}$, then in $M_{\text {path }}$, we use $\langle b, a\rangle$ and $\langle a, d\rangle$ to retrieve $\Pi^{*}(b, a \mid C)$ and $\Pi^{*}(a, d \mid C)$, for approximating $\left.\Pi^{*}(b, d \mid C)\right)$.


### 4.4 Adaption to RC-Oracle-A2A

We can adapt RC-Oracle (that answers the P2P query) to be RC-Oracle-A2A (that answers the A2A query) on a point cloud, by simply creating POIs that have the same coordinate values as all points in the point cloud. We just need to pre-compute the exact shortest paths passing on the point cloud between some selected pairs of points on the point cloud (not all pairs of points on the point cloud), so RC-Oracle-A2A also has a small oracle construction time, small oracle size and small shortest path query time.

### 4.5 Proximity Query Algorithms

Given a point cloud $C$, a set of $n^{\prime}$ objects $O$ on $C$, a query object $q \in O$, a user parameter $k$ and a range value $r$, we can answer other proximity queries, i.e., the $k N N$ and range query using $R C$-Oracle and RC-Oracle-A2A. In the P2P query (resp. A2A query), these objects are POIs in $P$ (resp. any points on $C$ ). A naive algorithm is to perform a linear scan using the shortest path query results. We propose an efficient algorithm for it. Intuitively, when constructing RC-Oracle or RC-Oracle-A2A, we have used the $S S A D$ algorithm to calculate the shortest paths passing on $C$ with $q$ as a source and sorted these paths in ascending order based on their distance in $M_{\text {path }}$ (we can use an additional table to store these sorted paths). For these paths, we do not need to perform linear scans over all of them in proximity queries for time-saving. Since the proximity query algorithms for RC -Oracle and $R C$-Oracle-A2A are similar, we use $R C$-Oracle as an example for illustration.

Detail and example: There are two cases. For both two cases, we can then return the corresponding $k N N$ and range query results.
(1) Approximation needed in direct result return: If $q \in M_{\text {end }}$.key, it means we need to use two paths in $M_{\text {path }}$ to approximate some other paths in a later stage, we retrieve the value $q^{\prime}$ using the key $q$ from $M_{\text {end }}$ (in Figures 3 (d) and (e), $b \in M_{\text {end }}$.key, we retrieve the value $a$ using the key $b$ from $M_{\text {end }}$ ), there are two more cases:
(i) Linear scan: For objects with a smaller $x$ - (resp. $y$-) coordinate compared with $q^{\prime}$ when $L_{x} \geq L_{y}$ (resp. $L_{x}<L_{y}$ ), we perform a linear scan on the shortest path query result between $q$ and these objects (in Figures 3 (d) and (e), since $L_{x}<L_{y}$, there is no POI with a smaller $y$-coordinate compared with $a$ ).
(ii) Direct result return: For objects (not including $q$ ) with a larger $x$ - (resp. $y$-) coordinate compared with $q^{\prime}$ when $L_{x} \geq L_{y}$ (resp. $L_{x}<L_{y}$ ) (in Figures 3 (d) and (e), since $L_{x}<L_{y}$, the POIs with a larger $y$-coordinate compared with $a$ are $\{c, d, e\}$ ), there are further more two cases:

- Direct result return without approximation: If the endpoint pairs of $q$ and these objects are keys in $M_{\text {path }}$, it means that we have used the SSAD algorithm with $q$ as a source for such objects and we have already sorted such paths in order, so we can directly return the corresponding result (in Figures 3 (d) and (e), since $\langle b, c\rangle \in M_{p a t h}$. key, we know that $\left|\Pi^{*}(b, c \mid C)\right|$ is sorted in order, but since there is only one distance, it does not matter whether itself is sorted in order or not).
- Direct result return with approximation: If the endpoint pairs of $q$ and these objects are not keys in $M_{\text {path }}$, it means that we have used the $S S A D$ algorithm with $q^{\prime}$ as a source for such objects and we have already sort such paths in order, we just need to use the exact distance between $q^{\prime}$ and these objects plus $\left|\Pi^{*}\left(q^{\prime}, q \mid C\right)\right|$, to get the approximate distance between $q$ and $o$ in sorted order, so we can directly return the corresponding result (in Figures 3 (d) and (e), since $\langle b, d\rangle \notin M_{p a t h}$.key and $\langle b, e\rangle \notin M_{p a t h}$. key, we know that $\left|\Pi^{*}(a, d \mid C)\right|$ and $\left|\Pi^{*}(a, e \mid C)\right|$ are sorted in order, so $|\Pi(b, d \mid C)|$ and $|\Pi(b, e \mid C)|$ are also sorted in order $)$.
(2) Approximation not needed in direct result return: If $q \notin M_{\text {end }}$.key, it means we do need to use two paths in $M_{\text {path }}$ to approximate all other paths in a later stage (in Figures 3 (d) and (e), $\left.c \notin M_{\text {end }} \cdot k e y\right)$, there are two more cases:
(i) Linear scan: For objects with a smaller $x$ - (resp. $y$-) coordinate compared with $q$ when $L_{x} \geq L_{y}$ (resp. $L_{x}<L_{y}$ ), we perform a linear scan on the shortest path query result between $q$ and these objects (in Figures 3 (d) and (e), since $L_{x}<L_{y}$, the POIs with a smaller $y$-coordinate compared with $c$ are $\{a, b\}$, we perform a linear scan on the shortest path query result between $c$ and $\{a, b\}$ ).
(ii) Direct result return: For objects with a larger $x$ - (resp. $y$-) coordinate compared with $q$ when $L_{x} \geq L_{y}$ (resp. $L_{x}<L_{y}$ ), we have used the SSAD algorithm with $q$ as a source for such objects and we have already sorted such paths in order, so we can directly return the corresponding result (in Figures 3 (d) and (e), since $L_{x}<L_{y}$, the POIs with a larger $y$-coordinate compared with $c$ are $\{d, e\}$, we know that $\left|\Pi^{*}(c, d \mid C)\right|$ and $\left|\Pi^{*}(c, e \mid C)\right|$ are sorted in order).


### 4.6 Theoretical Analysis

4.6.1 Algorithm FastFly, RC-Oracle and RC-Oracle-A2A. The analysis of Algorithm FastFly is in Theorem 4.1, and the analysis of $R C$-Oracle and $R C$-Oracle-A2A are Theorem 4.2.

Theorem 4.1. The shortest path query time and memory consumption of algorithm FastFly are $O(N \log N)$ and $O(N)$. Algorithm FastFly returns the exact shortest path passing on the point cloud.

Proof. Since algorithm FastFly is a Dijkstra algorithm and there are total $N$ points, we obtain the shortest path query time and memory consumption. Since Dijkstra algorithm is guaranteed to return the exact shortest path, algorithm FastFly returns the exact shortest path passing on the point cloud.

Theorem 4.2. The oracle construction time, oracle size and shortest path query time of (1) RC-Oracle $\operatorname{are} O\left(\frac{N \log N}{\epsilon}+n \log n\right), O\left(\frac{n}{\epsilon}\right), O(1)$ and (2) RC-Oracle-A2A are $O\left(\frac{N \log N}{\epsilon}\right), O\left(\frac{N}{\epsilon}\right), O(1)$, respectively. RC-Oracle always have $|\Pi(s, t \mid C)| \leq(1+\epsilon)\left|\Pi^{*}(s, t \mid C)\right|$ for any pairs of POIs s and $t$ in $P$, and $R C$ -Oracle-A2A always have $\left|\Pi_{R C-O r a c l e-A 2 A}(s, t \mid C)\right| \leq(1+\epsilon)\left|\Pi^{*}(s, t \mid C)\right|$ for any pairs of points s and $t$ on $C$, where $\Pi_{R C-O r a c l e-A 2 A}(s, t \mid C)$ is the shortest path of RC-Oracle-A2A passing on $C$ between $s$ and $t$.

Proof. We give the proof for $R C$-Oracle as follows.
Firstly, we show the oracle construction time. (1) In POIs sort step, it needs $O(n \log n)$ time. Since there are $n$ POIs, and we use the quick sort for sorting. (2) In shortest paths calculation step, it needs $O\left(\frac{N \log N}{\epsilon}+n\right)$ time. (i) It needs to use $O\left(\frac{1}{\epsilon}\right)$ POIs as a source to run algorithm FastFly for the exact shortest paths calculation according to standard packing property [27], and each algorithm FastFly needs $O(N \log N)$ time. (ii) For other $O(n)$ POIs that there is no need to use them as a source to run algorithm FastFly, we just calculate the Euclidean distance from these POIs to other POIs in $O(1)$ time for the shortest paths approximation. (3) So the oracle construction time is $O\left(\frac{N \log N}{\epsilon}+n \log n\right)$.

Secondly, we show the oracle size. (1) For $M_{\text {end }}$, its size is $O(n)$ since there are $n$ POIs. (2) For $M_{\text {path }}$, its size is $O\left(\frac{n}{\epsilon}\right)$. We store (i) $O\left(\frac{n}{\epsilon}\right)$ exact shortest paths passing on $C$ from $O\left(\frac{1}{\epsilon}\right)$ POIs (that uses algorithm FastFly as a source and cover all other POIs) to other $O(n)$ POIs, and (ii) $O(n)$ exact shortest paths passing on $C$ from $O(n)$ POIs (that uses algorithm FastFly as a source and cover only some of POIs) to other $O(1)$ POIs. (3) So the oracle size is $O\left(\frac{n}{\epsilon}\right)$.
Thirdly, we show the shortest path query time. (1) If $\Pi^{*}(s, t \mid C) \in M_{\text {path }}$, the shortest path query time is $O$ (1). (2) If $\Pi^{*}(s, t \mid C) \notin M_{\text {path }}$, we need to retrieve $s^{\prime}$ from $M_{\text {end }}$ using $s$ in $O(1)$ time, and retrieve $\Pi^{*}\left(s, s^{\prime} \mid C\right)$ and $\Pi^{*}\left(s^{\prime}, t \mid C\right)$ from $M_{\text {path }}$ using $\left\langle s, s^{\prime}\right\rangle$ and $\left\langle s^{\prime}, t\right\rangle$ in $O(1)$ time, so the shortest path query time is still $O(1)$. Thus, the shortest path query time of RC-Oracle is $O(1)$.
Fourthly, we show the error bound. Given a pair of POIs $s$ and $t$, if $\Pi^{*}(s, t \mid C)$ exists in $M_{p a t h}$, then there is no error. Thus, we only consider the case that $\Pi^{*}(s, t \mid C)$ does not exist in $M_{\text {path }}$. Suppose that $u$ is a POI close to $s$, such that $\Pi(s, t \mid C)$ is calculated by concatenating $\Pi^{*}(s, u \mid C)$ and $\Pi^{*}(u, t \mid C)$. This means that $d_{E}(s, t)>\frac{2}{\epsilon} \cdot \Pi^{*}(u, s \mid C)$. So we have $\left|\Pi^{*}(s, u \mid C)\right|+\left|\Pi^{*}(u, t \mid C)\right|<$ $\left|\Pi^{*}(s, u \mid C)\right|+\left|\Pi^{*}(u, s \mid C)\right|+\left|\Pi^{*}(s, t \mid C)\right|=\left|\Pi^{*}(s, t \mid C)\right|+2 \cdot\left|\Pi^{*}(u, s \mid C)\right|<\left|\Pi^{*}(s, t \mid C)\right|+\epsilon \cdot d_{E}(s, t) \leq$ $\left|\Pi^{*}(s, t \mid C)\right|+\epsilon \cdot\left|\Pi^{*}(s, t \mid C)\right|=(1+\epsilon)\left|\Pi^{*}(s, t \mid C)\right|$. The first inequality is due to triangle inequality. The second equation is because $\left|\Pi^{*}(u, s \mid C)\right|=\left|\Pi^{*}(s, u \mid C)\right|$. The third inequality is because we have $d_{E}(s, t)>\frac{2}{\epsilon} \cdot \Pi^{*}(u, s \mid C)$. The fourth inequality is because the Euclidean distance between two points is no larger than the distance of the shortest path passing on the point cloud between the same two points.
We give the proof for $R C$-Oracle-A2A as follows. We need to change (1) $n$ to $N$ in the oracle construction time and oracle size, and (2) any pairs of POIs in $P$ to any pairs of points on $C$ in the error bound.
4.6.2 The shortest path passing on a point cloud and the shortest surface or network path passing on a TIN. We show the relationship of $\left|\Pi^{*}(s, t \mid C)\right|$ with $\left|\Pi_{N}(s, t \mid T)\right|$ and $\left|\Pi^{*}(s, t \mid T)\right|$ in Lemma 4.3.

Lemma 4.3. Given a pair of points $s$ and $t$ on $C$, we have (1) $\left|\Pi^{*}(s, t \mid C)\right| \leq\left|\Pi_{N}(s, t \mid T)\right|$ and (2) $\left|\Pi^{*}(s, t \mid C)\right| \leq k \cdot\left|\Pi^{*}(s, t \mid T)\right|$, where $k=\max \left\{\frac{2}{\sin \theta}, \frac{1}{\sin \theta \cos \theta}\right\}$.

Proof. (1) In Figure 2 (a), given a green point $q$ on $C$, it can connect with one of its 8 neighbor points ( 7 blue points and 1 red point $s$ ). In Figure 2 (b), given a green vertex $q$ on $T$, it can only connect with one of its 6 blue neighbor vertices. So $\left|\Pi^{*}(s, t \mid C)\right| \leq\left|\Pi_{N}(s, t \mid T)\right|$. (2) We let $\Pi_{E}(s, t \mid T)$ be the shortest path passing on the edges of $T$ (where these edges belong to the faces that $\Pi^{*}(s, t \mid T)$ passes) between $s$ and $t$. According to left hand side equation in Lemma 2 of [31], we have $\left|\Pi_{E}(s, t \mid T)\right| \leq$
$k \cdot\left|\Pi^{*}(s, t \mid T)\right|$. Since $\Pi_{N}(s, t \mid T)$ considers all the edges on $T,\left|\Pi_{N}(s, t \mid T)\right| \leq\left|\Pi_{E}(s, t \mid T)\right|$. Thus, we finish the proof by combining these inequalities.
4.6.3 Proximity query algorithms. We provide analysis on the proximity query algorithms using RC-Oracle and RC-Oracle-A2A. For the $k N N$ and range query, both of them return a set of objects. Given a query object $q$, we let $v_{f}\left(\right.$ resp. $\left.v_{f}^{\prime}\right)$ be the furthest object to $q$ among the returned objects calculated using the exact distance on $C$ (resp. the approximated distance on $C$ returned by RC-Oracle). In Figure 1 (a), suppose that the exact $k$ nearest POIs ( $k=2$ ) of $a$ is $c, d$. And $d$ is the furthest POI to $a$ in these two POIs, i.e., $v_{f}=d$. Suppose that our $k N N$ query algorithm finds the $k$ nearest POIs $(k=2)$ of $a$ is $b, c$. And $b$ is the furthest POI to $a$ in these two POIs, i.e., $v_{f}^{\prime}=b$. We define the error rate of the $k N N$ and range query to be $\frac{\left|\Pi^{*}\left(q, v_{f}^{\prime} \mid C\right)\right|}{\mid \Pi^{*}\left(q, v_{f}|C C|\right.}$, which is a real number no smaller than 1. In Figure 1 (a), the error rate is $\frac{\left|\Pi^{*}(a, b \mid C)\right|}{\left|\Pi^{*}(a, d \mid C)\right|}$. Then, we show the query time and error rate of $k N N$ and range query using RC-Oracle and RC-Oracle-A2A in Theorem 4.4.

Theorem 4.4. The query time and error rate of both the $k N N$ and range query by using RC-Oracle and RC-Oracle-A2A are both $O\left(n^{\prime}\right)$ and $1+\epsilon$, respectively.

Proof Sкetch. The query time is due to the usages of the shortest path query phase of $R C$-Oracle and $R C$-Oracle-A2A for $n^{\prime}$ times in the worst case. The error rate is due to its definition and the error of $R C$-Oracle and $R C$-Oracle-A2A. The detailed proof appears in our technical report [61].

## 5 EMPIRICAL STUDIES

### 5.1 Experimental Setup

We conducted our experiments on a Linux machine with 2.2 GHz CPU and 512GB memory. All algorithms were implemented in C++. Our experimental setup generally follows the setups in the literature [30, 31, 39, 55, 56]. We conducted experiments with point clouds and TINs as input, separately.

Datasets: (1) Point cloud datasets: We conducted our experiment based on 34 real point cloud datasets in Table 3, where the subscript $p$ means a point cloud. For $B H_{p}$ and $E P_{p}$ datasets, they are represented as a point cloud with $8 \mathrm{~km} \times 6 \mathrm{~km}$ covered region. For $G F_{p}, L M_{p}$ and $R M_{p}$, we first obtained the satellite map from Google Earth [2] with $8 \mathrm{~km} \times 6 \mathrm{~km}$ covered region, and then used Blender [1] to generate the point cloud. These five original datasets have a resolution of $10 \mathrm{~m} \times$ $10 \mathrm{~m}[20,39,51,55,56]$. We extracted 500 POIs using OpenStreetMap [55,56] for these datasets in the P2P query. For small-version datasets, we use the same region of the original datasets with a (lower) resolution of $70 \mathrm{~m} \times 70 \mathrm{~m}$ and the dataset generation procedure in $[39,55,56]$ to generate them. This procedure can be found in our technical report [61]. In addition, we have six sets of multi-resolution datasets with different numbers of points generated using the original and small-version datasets with the same procedure. (2) TIN datasets: Based on the 34 point cloud datasets, we triangulate [46] them and generate another 34 TIN datasets, and use $t$ as the subscript. For example, $B H_{t}$ means a TIN dataset generated using the $B H_{p}$ point cloud dataset.

Algorithms: (1) Algorithms that support the shortest path query (and also other proximity queries) on a point cloud (i.e., algorithms for solving the problem studied in this paper): We adapted existing algorithms, originally designed for the problem on TINs, for our problem on point clouds by performing the triangulation approach on the point cloud to obtain a TIN [46] (i.e., we store the TIN as a data structure in the memory and clear the given point cloud from the memory) so that the existing algorithm could be used. Their algorithm names are appended by "-Adapt". We have four on-the-fly algorithms, i.e., (i) CH-Adapt [15], (ii) Kaul-Adapt [30], (iii) Dijk-Adapt [31], and (iv) FastFly: our algorithm. We have four oracles, i.e., (v) SE-Oracle-Adapt: the best-known

Table 3. Point cloud datasets

| Name | $\|\mathrm{N}\|$ |
| :--- | :--- |
| Original dataset |  |
| BearHead $\left(B H_{p}\right)[5,55,56]$ | 0.5 M |
| $\underline{\text { EaglePeak }\left(E P_{p}\right)[5,55,56]}$ | 0.5 M |
| GunnisonForest $\left(G F_{p}\right)[7]$ | 0.5 M |
| LaramieMount $\left(L M_{p}\right)[8]$ | 0.5 M |
| RobinsonMount $\left(R M_{p}\right)[3]$ | 0.5 M |
| Small-version dataset |  |
| $B H_{p}$-small | 10 k |
| $E P_{p}$-small | 10 k |
| $G F_{p}$-small | 10 k |
| $L M_{p}$-small | 10 k |
| $R M_{p}$-small | 10 k |
| Multi-resolution dataset |  |
| $B H_{p}$ multi-resolution | $1 \mathrm{M}, 1.5 \mathrm{M}, 2 \mathrm{M}, 2.5 \mathrm{M}$ |
| $E P_{p}$ multi-resolution | $1 \mathrm{M}, 1.5 \mathrm{M}, 2 \mathrm{M}, 2.5 \mathrm{M}$ |
| $G F_{p}$ multi-resolution | $1 \mathrm{M}, 1.5 \mathrm{M}, 2 \mathrm{M}, 2.5 \mathrm{M}$ |
| $L M_{p}$ multi-resolution | $1 \mathrm{M}, 1.5 \mathrm{M}, 2 \mathrm{M}, 2.5 \mathrm{M}$ |
| $R M_{p}$ multi-resolution | $1 \mathrm{M}, 1.5 \mathrm{M}, 2 \mathrm{M}, 2.5 \mathrm{M}$ |
| $E P_{p}$-small multi-resolution | $20 \mathrm{k}, 30 \mathrm{k}, 40 \mathrm{k}, 50 \mathrm{k}$ |

oracle [55,56] for the P2P query on a point cloud, (vi) EAR-Oracle-Adapt: the best-known oracle [28] for the A2A query on a point cloud, (vii) $R C$-Oracle-Naive: the naive version of our oracle $R C$-Oracle without shortest paths approximation step, and (viii) RC-Oracle: our oracle.
(2) Algorithms that support the shortest path query (and also other proximity queries) on a TIN (i.e., algorithms for solving the problem studied by previous studies [28,55,56]): Similarly, we have four on-the-fly algorithms, i.e., (i) CH [15], (ii) Kaul [30], (iii) Dijk [31], (iv) FastFly-Adapt: our adapted algorithm (for the queries on a TIN) that calculates the shortest path passing on a conceptual graph of a TIN, where the vertices of this conceptual graph are formed by the vertices of the given TIN, and the edges of this graph are formed by adding edges between each vertex and its 8 neighbor vertices (this conceptual graph is similar to the one in Figure 2 (c), we store it as a data structure in the memory and clear the given TIN from the memory). We have four oracles, i.e., (v) SE-Oracle [55, 56], (vi) EAR-Oracle [28], (vii) RC-Oracle-Naive-Adapt: the adapted naive version of our oracle without shortest paths approximation step that calculates the shortest path passing on a conceptual graph of a TIN, and (viii) RC-Oracle-Adapt: our adapted oracle that calculates the shortest path passing on a conceptual graph of a TIN.

Query Generation: We conducted all proximity queries, i.e., (1) shortest path query, (2) all objects $k N N$ query, and (3) all objects range query. (1) For the shortest path query, we issued 100 query instances where for each instance, we randomly chose two points (i) in $P$ for the P2P query on a point cloud or a TIN, or (ii) on the point cloud (resp. TIN) for the A2A query on a point cloud (resp. the AR2AR query on a $T I N$ ), one as a source and the other as a destination. The average, minimum and maximum results were reported. In the experimental result figures, the vertical bar and the points mean the minimum, maximum and average results. (2 \& 3) For all objects $k N N$ query and range query, we perform the proximity query algorithm for $R C$-Oracle in Section 4.5 and a linear scan for other baselines (as described in [56]) using all objects as query objects. In the P2P query on a point cloud or a TIN, these objects are POIs in P. In the A2A query on a point cloud (resp. the AR2AR query on a TIN), we randomly select 2500 points on the point cloud (resp. TIN) as objects. Since we perform linear scans or use the sorted distance stored in $M_{\text {path }}$ for proximity query algorithms, the value of $k$ and $r$ will not affect their query time, we set $k=3$ and $r=1 \mathrm{~km}$.

Factors and Measurements: We studied three factors for the P2P query, namely (1) $\epsilon$ (i.e., the error parameter), (2) $n$ (i.e., the number of POIs), and (3) $N$ (i.e., the number of points in a point cloud dataset or the number of vertices in a TIN dataset). We studied one factor $\epsilon$ for the A2A query. In addition, we used nine measurements to evaluate the algorithm performance, namely (1) oracle construction time, (2) memory consumption (i.e., the space consumption when running the algorithm), (3) oracle size, (4) query time (i.e., the shortest path query time), (5) $k N N$ query time (i.e., all objects kNN query time), (6) range query time (i.e., all objects range query time), (7) distance error (i.e., the error of the distance returned by the algorithm compared with the exact distance), (8) $k N N$ query error (i.e., the error rate of the $k N N$ query defined in Section 4.6.3), and (9) range query error (i.e., the error rate of the range query defined in Section 4.6.3).

### 5.2 Experimental Results for TINs

We first study proximity queries on TINs (studied by previous studies [28,55,56]) to justify why our proximity queries on point clouds are useful in practice. We have the following settings. (1) The distance of the path calculated by CH is used for distance error calculation since the path is the exact shortest surface path passing on the TIN. (2) SE-Oracle, EAR-Oracle and RC-Oracle-Naive-Adapt are not feasible on large-version datasets due to their expensive oracle construction time (more than 24 hours), so we (i) compared SE-Oracle, EAR-Oracle, RC-Oracle-Naive-Adapt, RC-Oracle-Adapt, CH, Kaul, Dijk and FastFly-Adapt on small-version datasets (with default 50 POIs for the P2P query), and (ii) compared RC-Oracle-Adapt, CH, Kaul, Dijk and FastFly-Adapt on large-version datasets (with default 500 POIs for the P2P query). (3) The transformation time from a TIN to the conceptual graph of FastFly-Adapt, RC-Oracle-Naive-Adapt and RC-Oracle-Adapt is only counted once (i) in the shortest path query time, the $k N N$ and range query time for FastFly-Adapt, and (ii) in the oracle construction time for RC-Oracle-Adapt and RC-Oracle-Naive-Adapt. (4) The transformation time from a TIN to the conceptual graph of Dijk is also only counted once in its shortest path query time, the $k N N$ and range query time.
5.2.1 Baseline comparisons. We study the effect of $\epsilon$ and $n$ for the P2P query on a TIN in this subsection. We study the effect of $N$ for the P2P query, and the comparisons for the AR2AR query on a TIN in our technical report [61].

Effect of $\epsilon$ for the P2P query on a TIN. In Figure 6, we tested 6 values of $\epsilon$ from $\{0.05,0.1,0.25$, $0.5,0.75,1\}$ on $B H_{p}$-small dataset by setting $N$ to be 10 k and $n$ to be 50 for baseline comparisons. Although a TIN is given as input, RC-Oracle-Adapt performs better than SE-Oracle, EAR-Oracle and RC-Oracle-Naive-Adapt in terms of the oracle construction time, oracle size and shortest path query time. The shortest path query time of FastFly-Adapt is 100 times smaller than that of CH (although FastFly-Adapt needs to construct a conceptual graph from the given TIN, and there is no other additional steps for CH ), since the query region of the path calculated by FastFly-Adapt is smaller than that of CH . The distance error of FastFly-Adapt (i.e., 0.008 ) is very small compared with that of CH (i.e., without error), and much much smaller than that of $\operatorname{Dijk}$ (i.e., 0.1). This motivates us to conduct experiments on point clouds. The $k N N$ query error and range query error are all equal to 0 (due to the small distance error), so their results are omitted.

Effect of $n$ for the P2P query on a TIN. In Figure 7, we tested 5 values of $n$ from \{50, 100, $150,200,250\}$ on $E P_{t}$ dataset by setting $N$ to be 10 k and $\epsilon$ to be 0.1 for baseline comparisons. In Figure 7 (a), when $n$ increases, the construction time of all oracles increases. In Figure 7 (b), when $n$ increases, the memory consumption of RC-Oracle-Adapt exceeds that of Dijk and FastFly-Adapt. This is because (1) RC-Oracle-Adapt is an oracle which is affected by $n$, it needs more memory consumption during the oracle construction phase to calculate more shortest paths among these POIs when $n$ increases, but (2) Dijk and FastFly-Adapt are on-the-fly algorithms which are not
affected by $n$, their memory consumption only measure the space consumption for calculating one shortest path.


Fig. 6. Baseline comparisons (effect of $\epsilon$ on $B_{t}-$ small $T I N$ dataset for the P 2 P query)


Fig. 7. Baseline comparisons (effect of $n$ on $E P_{t}$-small $T I N$ dataset for the P2P query)

### 5.3 Experimental Results for Point Clouds

Now, we understand the effectiveness of proximity queries on point clouds. In this section, we then study proximity queries on point clouds using the algorithms in Table 2. We have the following setting. (1) The distance of the path calculated by FastFly is used for distance error calculation since the path is the exact shortest path passing on the point cloud. (2) SE-Oracle-Adapt, EAR-OracleAdapt and RC-Oracle-Naive are not feasible on large-version datasets due to their expensive oracle construction time (more than 24 hours), so we (i) compared SE-Oracle-Adapt, EAR-Oracle-Adapt, RC-Oracle-Naive, RC-Oracle, CH-Adapt, Kaul-Adapt, Dijk-Adapt and FastFly on small-version datasets (with default 50 POIs for the P2P query), and (ii) compared RC-Oracle, CH-Adapt, Kaul-Adapt, Dijk-Adapt and FastFly on large-version datasets (with default 500 POIs for the P2P query). (3) Since algorithm FastFly uses the Dijkstra algorithm on the conceptual graph of a point cloud, it is the same as the shortest path algorithm on a general graph (constructed by the given point cloud), we do not (and there is no need to) compare them in the experiment. But, there is no existing work discussing how to build a conceptual graph from a point cloud. We fill this gap by proposing algorithm FastFly. (4) The transformation time from a point cloud to the conceptual graph of FastFly, RC-Oracle-Naive and $R C$-Oracle is only counted once (i) in the shortest path query time, the $k N N$ and range query time for FastFly, and (ii) in the oracle construction time for RC-Oracle and RC-Oracle-Naive. (5) The transformation time from a point cloud to a TIN is also only counted once (i) in the shortest path query time, the $k N N$ and range query time for CH-Adapt and Kaul-Adapt, and (ii) in the oracle
construction time for SE-Oracle-Adapt and EAR-Oracle-Adapt. (6) The transformation time from a point cloud to a TIN, and then to the conceptual graph of Dijk-Adapt is also only counted once in its shortest path query time, the $k N N$ and range query time.
5.3.1 Baseline comparisons. We study the effect of $\epsilon, n$ and $N$ for the P2P query on a point cloud, and the comparisons for the A2A query on a point cloud in this subsection.

Effect of $\epsilon$ for the P2P query on a point cloud. In Figure 8, we tested 6 values of $\epsilon$ from $\{0.05,0.1,0.25,0.5,0.75,1\}$ on $E P_{p}$-small dataset by setting $N$ to be 10 k and $n$ to be 50 for baseline comparisons. (1) For RC-Oracle and the best-known oracle SE-Oracle-Adapt, (i) the oracle construction time and memory consumption, (ii) oracle size, and (iii) shortest path query time of RC-Oracle are all smaller than SE-Oracle-Adapt, since (i) SE-Oracle-Adapt has the bad criterion for algorithm earlier termination drawback, it cannot terminate the SSAD algorithm earlier, so it requires more time and memory, (ii) RC-Oracle can terminate the SSAD algorithm earlier and store fewer paths, (iii) $R C$-Oracle's shortest path query time is $O(1)$, while the time is $O\left(h^{2}\right)$ for SE-Oracle-Adapt. (2) $R C$-Oracle performs better than other on-the-fly algorithms in terms of the shortest path query time since it is an oracle. (3) Algorithm FastFly performs better than other on-the-fly algorithms in terms of the shortest path query time since it calculates the shortest path passing on a point cloud. (4) In Figures 8 (a) \& (b), regarding the oracle construction time and memory consumption, the variation of $\epsilon$ (i) has a large effect on $R C$-Oracle, but due to the log scale used in the experimental figures, the effect is not obvious (e.g., the oracle construction time and memory consumption of RC-Oracle with $\epsilon=1$ are both up to 5 times smaller than that of the case when $\epsilon=0.05$ ), (ii) has a small effect on SE-Oracle-Adapt and EAR-Oracle-Adapt, because even when $\epsilon$ is large, they cannot terminate the SSAD algorithm earlier for most of the cases due to their bad criterion for algorithm earlier termination drawback, and (iii) has no effect on RC-Oracle-Naive since it is independent of $\epsilon$. (5) The $k N N$ and range query time of $R C$-Oracle are much smaller than the on-the-fly algorithms. (6) The distance error of RC-Oracle is close to 0 .

Effect of $n$ for the P2P query on a point cloud. In Figure 9, we tested 5 values of $n$ from $\{500,1000,1500,2000,2500\}$ on $G F_{p}$ dataset by setting $N$ to be 0.5 M and $\epsilon$ to be 0.25 for baseline comparisons. Since RC-Oracle is an oracle, its shortest path query time is smaller than on-the-fly algorithms.

Effect of $N$ (scalability test) for the P2P query on a point cloud. In Figure 10, we tested 5 values of $N$ from $\{0.5 \mathrm{M}, 1 \mathrm{M}, 1.5 \mathrm{M}, 2 \mathrm{M}, 2.5 \mathrm{M}\}$ on $L M_{p}$ dataset by setting $n$ to be 500 and $\epsilon$ to be 0.25 for baseline comparisons. The oracle construction time of RC-Oracle is only $200 \mathrm{~s} \approx 3.2 \mathrm{~min}$ for a point cloud with 2.5 M points and 500 POIs, this shows the scalable of $R C$-Oracle. The range query time of $R C$-Oracle is the smallest.

A2A query on a point cloud. In Figure 11, we tested the A2A query by varying $\epsilon$ from $\{0.05$, $0.1,0.25,0.5,0.75,1\}$ and setting $N$ to be 10 k on a small-version of $E P_{p}$ dataset. We adapt SE-OracleAdapt (resp. RC-Oracle-Naive) to be SE-Oracle-Adapt-A2A (resp. RC-Oracle-Naive-A2A) in a similar way to RC-Oracle-A2A. Although EAR-Oracle-Adapt is regarded as the best-known oracle in the A2A query on a point cloud, $R C$-Oracle-A2A still performs more efficiently than it due to the bad criterion for algorithm earlier termination drawback of EAR-Oracle-Adapt.
5.3.2 Ablation study for the P2P query on a point cloud. We denote SE-Oracle-FastFly-Adapt (resp. EAR-Oracle-FastFly-Adapt) to be another adapted oracle of SE-Oracle-Adapt (resp. EAR-OracleAdapt) that uses algorithm FastFly to directly calculate the shortest path passing on a point cloud without constructing a $\operatorname{TIN}$. In Figure 12, we tested 6 values of $\epsilon$ from $\{0.05,0.1,0.25,0.5,0.75$, $1\}$ on $R M_{p}$ dataset by setting $N$ to be 0.5 M and $n$ to be 500 for ablation study among SE-Oracle-FastFly-Adapt, EAR-Oracle-FastFly-Adapt and RC-Oracle, such that they only differ by the oracle
construction. The oracle construction time, oracle size and shortest path query time of RC-Oracle perform better than the two baselines.


Fig. 8. Baseline comparisons (effect of $\epsilon$ on $E P_{p}$-small point cloud dataset for the P 2 P query)


Fig. 10. Baseline comparisons (effect of $N$ on $L M_{p}$ point cloud dataset for the P2P query)


Fig. 12. Ablation study on $R M_{p}$ point cloud dataset for the P2P query

Fig. 11. Baseline comparisons on $E P_{p}$ point cloud dataset for the A2A query


### 5.3.3 Comparisons with other proximity queries oracle and algorithm on a point cloud.

 We compared $R C$-Oracle using our efficient proximity query algorithm with $S U$-Oracle-Adapt (i.e., the oracle designed for the $k N N$ query) and $R C$-Oracle using the naive proximity query algorithm in our technical report [61]. For a point cloud with 2.5 M points and 500 objects, the $k N N$ query time of $R C$-Oracle using our efficient proximity query algorithm is 12.5 s , but the time is $1520 \mathrm{~s} \approx 25$ mins for SU-Oracle-Adapt, and 25 s for $R C$-Oracle using the naive proximity query algorithm (since the shortest path query time of $R C$-Oracle is $O(1)$, and we do not need to perform linear scans over all the objects in our efficient proximity query algorithm).5.3.4 Case study. We conducted a case study on an evacuation simulation in Mount Rainier [47] due to the frequent heavy snowfall [48]. The blizzard wreaking havoc across the USA in December 2022 killed more than 60 lives [10] and one may be dead due to asphyxiation [34] if s/he gets buried in the snow. In the case of snowfall, staffs will evacuate tourists in the mountain to the closest hotels immediately for tourists' safety. The time of a human being buried in the snow is expected to be 2.4 hours ${ }^{1}$. The average distance between the viewing platforms and hotels in Mount Rainier National Park is 11.2 km [6], and the average human walking speed is $5.1 \mathrm{~km} / \mathrm{h}$ [9], so the evacuation (i.e., the time of human's walking from the viewing platform to hotels) can be finished in $2.2\left(=\frac{11.2 \mathrm{~km}}{5.1 \mathrm{~km} / \mathrm{h}}\right)$ hours. Thus, the calculation of the shortest paths is expected to be finished within 12 $\min$ (= $2.4-2.2$ hours). Our experimental results show that for a point cloud with 2.5 M points and 500 POIs ( 250 viewing platforms and 250 hotels), (1) the oracle construction time for (i) RC-Oracle is $200 \mathrm{~s} \approx 3.2 \mathrm{~min}$ and (ii) the best-known oracle SE-Oracle-Adapt is $78,000 \mathrm{~s} \approx 21.7$ hours, and (2) the query time for calculating 10 nearest hotels of each viewing platform for (i) RC-Oracle is 6 s , (ii) SE-Oracle-Adapt is 75 s , and (iii) the best-known on-the-fly approximate shortest surface path query algorithm Kaul-Adapt is $80,500 \mathrm{~s} \approx 22.5$ hours. Thus, $R C$-Oracle is the best one in the evacuation since $3.2 \mathrm{~min}+6 \mathrm{~s} \leq 12 \mathrm{~min}$. $R C$-Oracle also supports real-time responses, i.e., it can construct the oracle in 0.4 s and answer the $k N N$ query and range query in both 7 ms on a point cloud with 10 k points and 250 POIs.
5.3.5 Summary. In terms of the oracle construction time, oracle size and shortest path query time, $R C$-Oracle is up to 390 times, 30 times and 6 times better than the best-known oracle $S E$ -Oracle-Adapt for the P2P query on a point cloud, and up to 500 times, 140 times and 50 times better than the best-known oracle EAR-Oracle-Adapt for the A2A query on a point cloud. With the assistance of $R C$-Oracle, our algorithms for the $k N N$ and range query are both up to 6 times faster than SE-Oracle-Adapt and up to 100 times faster than EAR-Oracle-Adapt. For the P2P query on a point cloud with 2.5 M points and 500 POIs, the oracle construction time, oracle size and all POIs $k N N$ query time for $R C$-Oracle is $200 \mathrm{~s} \approx 3.2 \mathrm{~min}, 50 \mathrm{MB}$ and 12.5 s , but the values are $78,000 \mathrm{~s} \approx 21.7$ hours, 1.5 GB and 150 s for the best-known oracle SE-Oracle-Adapt, respectively. For the A2A query on a point cloud with 100 k points and 5000 objects, the oracle construction time, oracle size and all POIs $k N N$ query time for $R C$-Oracle- $A 2 A$ is $100 \mathrm{~s} \approx 1.6 \mathrm{~min}, 150 \mathrm{MB}$ and 0.25 s , but the values are $50,000 \mathrm{~s} \approx 13.9$ hours, 21 GB and 25 s for the best-known oracle $E A R$-Oracle-Adapt, respectively.

## 6 CONCLUSION

In our paper, we propose an efficient $(1+\epsilon)$-approximate shortest path oracle on a point cloud called RC-Oracle, which has a good performance (in terms of the oracle construction time, oracle size and shortest path query time) compared with the best-known oracle. With the assistance of $R C$-Oracle, we propose algorithms for answering other proximity queries, i.e., the $k N N$ and range query. For the future work, we can explore how to build a novel index designed for the $k N N$ and range query for better performance.
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[^0]:    ${ }^{1}$ The time of a human being buried is calculated as 2.4 hours which is computed by $\frac{10 \text { centimeters } \times 24 \text { hours }}{1 \text { meter }}$, since the maximum snowfall rate (which is defined to be the maximum amount of snow accumulates in depth during a given time [16,50]) in Mount Rainier is 1 meter per 24 hours [49], and it becomes difficult to walk, easy to lose the trail and get buried in the snow if the snow is deeper than 10 centimeters [26].

