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A B S T R A C T

The problem of finding shortest 𝜃-gentle paths can be stated as follows: given two points 𝑝, 𝑞 on a polyhedral
terrain and a slope parameter 𝜃 ∈ (0, 𝜋∕2), the objective is to find a path joining 𝑝 and 𝑞 on the terrain which
is shortest such that the slope of the path does not exceed 𝜃. In this paper, we introduce some geometric
and analysis properties of such paths and answer the question of whether known results of classical shortest
paths hold for shortest 𝜃-gentle paths. An algorithm for approximately computing such shortest 𝜃-gentle paths
on terrains is presented, where an approximate shortest 𝜃-gentle path joining two points is a 𝜃-gentle path
whose length is the infimum of a sequence of that of 𝜃-gentle paths in which they are decreasing. We also
show that the sequence of lengths of paths obtained by the proposed algorithm is convergent. The algorithm
is implemented in C++ using CGAL and Open GL in some specific circumstances.
1. Introduction

A variant of the shortest path problem is the shortest 𝜃-gentle path
problem (SGP problem for briefly): given a polyhedral terrain  , a
source point 𝑝, a destination point 𝑞 on  , and a slope value 𝜃 ∈ (0, 𝜋∕2),
find a shortest 𝜃-gentle path joining 𝑝 and 𝑞 on  , in the sense that it
is shortest such that its slope does not exceed 𝜃. This problem can be
seen as a generalization of the single source shortest path whose goal
is to find classical shortest paths joining two points on a polyhedral
terrain (𝜃 = 𝜋∕2), which is a well-studied problem in computational
geometry and robotics. Applications of the slope-constrained shortest
path problem appear in some fields. For example, when we design
mobile robots for traversing on non-planar surfaces or when we ski
down a mountain and avoid a too steep path, paths that are too steep
should be replaced by ‘‘zig-zag lines’’ satisfying the slope constraint. In
train transport, the railroads in Linz, Austria with a slope of 11.6%, and
the one in Tram 28 in Lisbon, Portugal which has a 14.5% grade are
considered to be the steepest railroads in the world.

When 𝜃 = 𝜋∕2, the SGP problem becomes the single source shortest
path problem. Several works [1–3] presented algorithms for solving the
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problem in this case. Unfortunately, when 0 < 𝜃 < 𝜋∕2, known methods
for solving the single source shortest path problem such as using the
star unfolding technique of Agarwal et al. [1], the modified Chen and
Han’s sequence tree [2,4], and the sequence of edges that the shortest
path goes through [3] does not work. Some special cases of the SGP
problem have been investigated by Ahmed, Lubiw, and Maheshwari
in [5,6]. Amed and Lubiw also showed that the problem of minimizing
the total number of bends (of shortest 𝜃-gentle paths) is NP-hard, and
no polynomial time solution is known [5]. Thus, in the general case,
the SGP problem is NP-hard.

To date, there are several approaches for finding such shortest 𝜃-
gentle paths. Nöllenburg and Sautter [7] presented an approximation
approach based on determining the norm for finding shortest 𝜃-gentle
paths on a sequence of adjacent triangles. An algorithm proposed by
Ahmed, Lubiw, Maheshwari [6] models the problem as a graph whose
nodes are Steiner points added along the edges of the terrain. After dis-
cretizing, the required path is found on the whole terrain and therefore
they take much memory of computers when the size of the problem
vailable online 30 December 2022
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is large. These two algorithms have not been implemented, and thus
it is not clear how practical they are. Liu and Wong [8] proposed an
algorithm to solve approximately the SGP problem using a technique
of simplifying terrains and some graph tools. They concentrated on
reducing the size of terrains rather than solving the SGP problem.
To overcome this issue, we will present a new approach, namely the
method of multiple shooting (MMS for short), for computing shortest
𝜃-gentle paths on sequences of adjacent triangles of sub-terrains with

fewer number of triangles and implement it on computers therefore
ntil now, there are only two methods (i.e., Liu and Wong’s method
nd our method of multiple shooting) having their implementations on
omputers. The method was proposed for solving the geometric shortest
ath problems in 2D and 3D [9–11]. We then use successfully MMS to
eal with approximately the SGP problem but under the assumption of
he connection given in Section 4.1 for terrains.

According to [6–8], solutions to the SGP problem are computed
ased on deducing the subproblem of finding a shortest 𝜃-gentle path
oining two given points along a sequence of adjacent triangles. Not
any properties of such a path have been shown. A natural question

s ‘‘whether the properties of classical shortest paths hold for shortest
-gentle paths?’’. Although the authors in [6,8] proved that a shortest
-gentle path is a polyline and not unique if it exists, the existence of
uch a path has been not stated.

In the paper, we answer the question of the existence of shortest 𝜃-
entle paths joining two points along a sequence of adjacent triangles
Proposition 2). We show that shortest 𝜃-gentle paths can go through
onvex vertices of polyhedral terrains (Example 1). The characteriza-
ion of unreachable vertices by a 𝜃-cone is presented (Proposition 1).
n iterative algorithm based on MMS is given, and we prove that the
equence of lengths of paths obtained by the proposed algorithm is
onvergent (Proposition 5). Furthermore, the path obtained after some
terative steps of the algorithm is an approximate shortest 𝜃-gentle path
f the number of iterative steps is large enough (Theorem 1), where the
otion of an approximate shortest 𝜃-gentle path joining two points is
resented in Definition 5.

The rest of the paper is organized as follows. Section 2 recalls pre-
iminary notions. Section 3 presents some properties of shortest 𝜃-gentle
aths joining two points. Section 4 introduces an iterative algorithm
sing MMS for the SGP problem. The algorithm is implemented in
++ using CGAL and numerical results are given and visualized to
escribe how our method works in Section 5. We used MMS to compare
ith Liu and Wong’s algorithm [8] for solving the SGP problem. The

engths of final 𝜃-gentle paths obtained by our algorithm are similar
o that get by Liu and Wong’s one, while the running time of Liu
nd Wong’s algorithm is thousands of times higher than the proposed
lgorithm. Proofs of the correctness of the proposed algorithm are
rranged in Appendix.

. Preliminaries

We recall some definitions and properties. For any points 𝑝, 𝑞 in R3,
e denote [𝑝, 𝑞] ∶= {(1− 𝜆) 𝑝+ 𝜆 𝑞 ∶ 0 ≤ 𝜆 ≤ 1}, (𝑝, 𝑞) ∶= {(1− 𝜆) 𝑝+ 𝜆 𝑞 ∶
< 𝜆 < 1}.

A polyhedral terrain or simply a terrain, denoted by  , is a polyhedral
urface in R3 in which every vertical line intersects the surface at most
nce. This means that the projections of all faces of  on the 𝑥𝑦-plane
re pairwise non-overlap. For a point 𝑝 ∈  , let denote the triple
(𝑝), 𝑦(𝑝), 𝑧(𝑝) its coordinates in R3. Then 𝑧(𝑝) is also called the height
f 𝑝.  is said to be convex if it is a convex polyhedral surface in R3.
.l.o.g, we assume that all the faces of the terrain are triangles, for if

ot, we can triangulate these faces to obtain triangles.

efinition 1. A sequence of adjacent triangles on  , denoted by  , is
efined by a list of distinct triangles (𝑓1, 𝑓2,… , 𝑓𝑚) of  , where 𝑓𝑖 and
2

𝑖+1 share a common edge 𝑒𝑖, for 𝑖 = 1, 2,… , 𝑚 − 1.
By abuse of notation, we use the same letter  for the union of all
riangles of the sequence  of adjacent triangles. Let 𝑝 and 𝑞 be two
oints on  . If 𝑝 is in the first triangle and 𝑞 is in the final triangle,
hen  is called a sequence of adjacent triangles joining 𝑝 and 𝑞.

Definition 2 ([12]). Let [𝑡0, 𝑡1] ⊂ R. A path on  is a continuous map
𝛾 ∶ [𝑡0, 𝑡1] →  .

If 𝛾(𝑡0) = 𝑝, 𝛾(𝑡1) = 𝑞, where 𝑝, 𝑞 ∈  , then we say that 𝛾 joins 𝑝 and
on  . If 𝛾 ∶ [𝑡0, 𝑡1] →  and 𝛾(𝑡0) = 𝑝, 𝛾(𝑡1) = 𝑞, where 𝑝, 𝑞 ∈  , then
e say that 𝛾 is a path joining 𝑝 and 𝑞 along the sequence  of adjacent

riangles.

We also call the image 𝛾([𝑡0, 𝑡1]) to be the path 𝛾. All paths consid-
red in the paper are piece-wise linear. The slope of a segment [𝑎, 𝑏] is
he angle (in radian) between the line joining 𝑎, 𝑏 and the horizontal
lane, denoted by sl([𝑎, 𝑏]). Here the angle between a line and a plane
s defined by the angle between the line and its projection onto the
lane. The slope of a path is the maximum slope among its pieces.
onsequently, the slope is in [0, 𝜋∕2].

We assume throughout the paper that the slope parameter 𝜃 ∈
0, 𝜋∕2) and 𝑝, 𝑞 are two points on  .

efinition 3 ([8]). A path is 𝜃-gentle if its slope does not exceed 𝜃. A
-gentle path 𝛾 joining 𝑝 and 𝑞 on  is called a shortest 𝜃-gentle path,
enoted by SGP (𝑝, 𝑞|𝜃) or simply SGP (𝑝, 𝑞), if there is no other 𝜃-
entle path 𝛾 ′ joining 𝑝 and 𝑞 on  such that 𝑙(𝛾 ′) < 𝑙(𝛾), where 𝑙(.)
enotes an arclength function.

eachability

efinition 4 ([8]). Given two distinct points 𝑎 and 𝑎′ on  , 𝑎 is said
o be 𝜃-reachable from 𝑎′ if there exists a 𝜃-gentle path joining 𝑎 and 𝑎′

n  .
A point 𝑎 is said to be 𝜃-reachable if there exists another point

′ on  such that 𝑎 is reachable from 𝑎′. Otherwise, 𝑎 is said to be
-unreachable.

By Lemma 5 [8], if a point of  is 𝜃-unreachable, then it is a
ertex of  . To deal with the SGP problem, we thus only have to
heck whether each vertex (instead of all possible points on  ) is 𝜃-
nreachable or not. If the source point 𝑝 and the destination point 𝑞
re 𝜃-reachable, then there is a 𝜃-gentle path joining 𝑝 and 𝑞 on  by
emma 6 [8]. When one of them, say 𝑝, is 𝜃-unreachable, we deduce
hat 𝑝 is a vertex. In this case, an approximate solution is obtained by
hoosing a non-vertex point 𝑝′ such that the distance between 𝑝′ and
𝑝 is at most 𝜀, where 𝜀 is a given positive number. Then the solution
to the problem is approximately replaced by a 𝜃-gentle path joining 𝑝′

and 𝑞 on  .
A 𝜃-unreachable vertex is also known as a sharp vertex defined

by Ahmed et al. [6]. Additionally, there may exist some vertices in
a triangle, say 𝑓 , which are not 𝜃-reachable from any points in 𝑓 ,
however, these vertices may be 𝜃-reachable from some points on a
triangle that is adjacent to 𝑓 . Such vertices are said to be locally sharp
in 𝑓 (see [6]).

The uniqueness of shortest 𝜃-gentle paths

Let 𝑓 be a triangle of  and 𝑎, 𝑏 ∈ 𝑓 . Assume that 𝑎 and 𝑏 are 𝜃-
reachable points from some points of 𝑓 . If sl([𝑎, 𝑏]) ≤ 𝜃 (i.e., [𝑎, 𝑏] is not
too steep), then SGP𝑓 (𝑎, 𝑏) = [𝑎, 𝑏]. Otherwise, sl([𝑎, 𝑏]) > 𝜃 (i.e., [𝑎, 𝑏] is
oo steep), there exists a polyline in 𝑓 from 𝑏 to 𝑎 such that the slopes
f all segments of the polyline are equal to 𝜃 (see Fig. 1). Such a zig-zag
ine is called an adjusted path of [𝑎, 𝑏], denoted by adj[𝑎, 𝑏]. It is shown
hat adj[𝑎, 𝑏] indeed is SGP (𝑎, 𝑏) and its length is |𝑧(𝑎) − 𝑧(𝑏)| . Hence
𝑓 sin 𝜃
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Fig. 1. An adjusted path of [𝑎, 𝑏] when [𝑎, 𝑏] is too steep.

Fig. 2. The solid curve shows SGP (𝑝, 𝑞) and the dashed curve shows a pseudo path
PSGP (𝑝, 𝑞) of SGP (𝑝, 𝑞).

in both cases ([𝑎, 𝑏] is too steep or not), Liu and Wong [8] prove that
the length of SGP𝑓 (𝑎, 𝑏) is given by:

𝑙
(

SGP𝑓 (𝑎, 𝑏)
)

= max
{

𝑙([𝑎, 𝑏]),
|𝑧(𝑎) − 𝑧(𝑏)|

sin 𝜃

}

. (1)

Moreover, Lemma 3 [7] shows that the following expression defines a
norm on R3:

‖𝑎‖𝑠 = max
{

‖𝑎‖2,
|𝑧(𝑎)|
sin 𝜃

}

, (2)

where 𝑎 ∈ R3, ‖.‖2 is the Euclidean norm.
Combining (1) and (2) yields

‖𝑎 − 𝑏‖𝑠 = max
{

‖𝑎 − 𝑏‖2,
|𝑧(𝑎) − 𝑧(𝑏)|

sin 𝜃

}

= max {𝑙([𝑎, 𝑏]), 𝑙(adj[𝑎, 𝑏])} .

(3)

To conclude, if 𝑏 ∈ 𝑓 and [𝑎, 𝑏] is too steep, the 𝜃-gentle adjusted
paths of [𝑎, 𝑏] are not unique. It follows that shortest 𝜃-gentle paths
are not unique in general. Furthermore, shortest 𝜃-gentle paths are
polylines (see [6,8]).

Pseudo paths of shortest 𝜃-gentle paths

Assume that  is a sequence of 𝑚 adjacent triangles joining two
𝜃-reachable points 𝑝 and 𝑞 on  and common edges are 𝑒1, 𝑒2,… , 𝑒𝑚−1.
Without loss of generality, we suppose that 𝑝 ∉ 𝑒1, 𝑞 ∉ 𝑒𝑚−1. Lemma
4 [6] states that there exists at least one shortest 𝜃-gentle path joining
𝑝 and 𝑞 that crosses each triangle of a sequence of adjacent triangles
at most once. We denote by 𝑥𝑖 the intersection point of SGP (𝑝, 𝑞)
and 𝑒𝑖, for 𝑖 = 1, 2,… , 𝑚 − 1. Then SGP (𝑝, 𝑞) is the union of sub-
paths SGP𝑓𝑖 (𝑥𝑖, 𝑥𝑖+1) in each triangle. Moreover, these sub-paths, which
are [𝑥𝑖, 𝑥𝑖+1] or adjusted paths of [𝑥𝑖, 𝑥𝑖+1] depend on the slope of
[𝑥𝑖, 𝑥𝑖+1], 𝑖 = 0, 1… , 𝑚 − 1, where 𝑥0 = 𝑝, 𝑥𝑚 = 𝑞 (see Fig. 2).

Remark 1. Combining (1), (2), and (3) yields

𝑙
(

SGP (𝑝, 𝑞)
)

= ‖𝑥 − 𝑥 ‖ + ‖𝑥 − 𝑥 ‖ +⋯ + ‖𝑥 − 𝑥 ‖ . (4)
3

 0 1 𝑠 1 2 𝑠 𝑚−1 𝑚 𝑠
The polyline formed by consecutively connecting 𝑥0, 𝑥1,… , 𝑥𝑚 is
called a pseudo path of SGP (𝑝, 𝑞), denoted by PSGP (𝑝, 𝑞) (see Fig. 2),
i.e.,

PSGP (𝑝, 𝑞) = [𝑥0, 𝑥1] ∪ [𝑥1, 𝑥2] ∪⋯ ∪ [𝑥𝑚−1, 𝑥𝑚].

Then a 𝜃-gentle path whose pseudo path is PSGP (𝑝, 𝑞) is also called
an adjusted path of PSGP (𝑝, 𝑞). Let us denote by 𝑙𝑝(PSGP (𝑝, 𝑞)) the
right-hand side of Eq. (4), then we can rewrite

𝑙𝑝
(

PSGP (𝑝, 𝑞)
)

= 𝑙
(

SGP (𝑝, 𝑞)
)

.

3. Some properties of shortest 𝜽-gentle paths

In this section, we give some geometric and analysis properties
of shortest gentle paths: characterization of a 𝜃-unreachable vertex,
the existence of shortest 𝜃 gentle paths along a sequence of adjacent
triangles, and an example of shortest 𝜃-gentle paths which can visit a
convex vertex of a polyhedral terrain.

To characterize a 𝜃-unreachable vertex, we introduce the concept
of a 𝜃-cone. Take 𝑎 ∈ R3, a 𝜃-cone whose vertex is 𝑎 is constructed as
follows: let 𝛥 be the line passing through 𝑎 and being perpendicular to
the horizontal plane. A 𝜃-cone is formed by a set of all lines passing
through 𝑎 and creating with 𝛥 an angle that does not exceed 𝜋∕2 − 𝜃.
Lines that create with 𝛥 an angle equal to 𝜋∕2−𝜃 are called generating
lines of 𝜃-cone. A 𝜃-cone consists of two 𝜃-convex cones, upper and lower
ones, incident to 𝑎 (see Fig. 3(i)).

Given a triangle 𝑓 on  , suppose that 𝑎 is a point of 𝑓 . The
intersection between the interior of the 𝜃-cone whose vertex is 𝑎 and 𝑓
is a so-called steep region of 𝑎 on 𝑓 , denoted by SR𝑓 (𝑎). The steep region
SR𝑓 (𝑎) can be an empty set, a triangle, polygons, or an entire triangle
𝑓 in which they do not include edges sharing the vertex 𝑎 (see Fig. 4).

Proposition 1. A vertex 𝑎 of a polyhedral terrain is 𝜃-unreachable if and
only if all its adjacent triangles lie completely in (i.e., in and not on the
generating lines) one of the two 𝜃-convex cones of the 𝜃-cone whose vertex
is 𝑎.

Proof (⇒). Assume that 𝑎 is 𝜃-unreachable. Let us prove that all trian-
gles which are adjacent to 𝑎 lie completely in one of two 𝜃-convex cones
(see Fig. 3(i)). On the contrary, suppose that there exists a triangle,
say 𝑓 , which is adjacent to 𝑎 such that 𝑓 does not lie completely in
one of the two 𝜃-convex cones. Then there is an edge 𝑒 of 𝑓 which
is adjacent to 𝑎 such that 𝑒 does not lie completely in one of the two
𝜃-convex cones. It follows that the angle between 𝑒 and the horizontal
plane does not exceed 𝜃. Hence 𝑒 is not too steep. Therefore 𝑎 is 𝜃-
reachable from some point in 𝑒. This contradicts our assumption that 𝑎
is 𝜃-unreachable.

(⇐) We suppose that all triangles adjacent to 𝑎 lie completely in one
of two 𝜃-convex cones. If 𝑎 is not 𝜃-unreachable, then there is a 𝜃-gentle
path 𝛾 joining 𝑎 and a point of a triangle, say 𝑓 , which is adjacent to
𝑎. Let 𝑚 be the line segment of 𝛾 containing 𝑎. Thus the slope of 𝑚
does not exceed 𝜃. As 𝑚 ∈ 𝑓 , 𝑚 lies completely in one of two 𝜃-convex
cones. Then sl(𝑚) > 𝜃. Thus sl𝛾 (𝑎) > 𝜃, a contradiction. The proof is
complete. □

Proposition 1 indicates that to check the 𝜃-unreachability of a
vertex, we can construct a 𝜃-cone whose vertex is 𝑎 and then check
whether all triangles that are adjacent to 𝑎 lie completely in one of the
two 𝜃-convex cones of the 𝜃-cone or not (see Figs. 3(ii) and (iii)).

Due to the definition of the slope of 𝜃-gentle paths, the union of
two 𝜃-gentle paths is 𝜃-gentle. It is also easy to obtain the triangle
inequality for shortest 𝜃-gentle paths: 𝑙

(

SGP (𝑎, 𝑏)
)

≤ 𝑙
(

SGP (𝑎, 𝑐)
)

+
𝑙
(

SGP (𝑐, 𝑏)
)

, where 𝑎, 𝑏, 𝑐 ∈  assuming that SGP (𝑎, 𝑏), SGP (𝑏, 𝑐),
SGP (𝑐, 𝑎) exist. In triangle inequality,  can be replaced by a triangle
or a sequence of adjacent triangles.

We assume  to be the set of all 𝜃-gentle paths joining 𝑝 and 𝑞 on a
sequence  of adjacent triangles and  ≠ ∅. Let 𝑚 = inf{𝑙(𝛾) ∶ 𝛾 ∈  }.
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Fig. 3. (i) a 𝜃-cone consists of two 𝜃-convex cones; (ii) 𝑎 is 𝜃-unreachable; (iii) 𝑎 is 𝜃-reachable.
Fig. 4. Steep regions in the triangle 𝑓 .
A question is ‘‘Is there a 𝜃-gentle path 𝛾0 satisfying 𝑙(𝛾0) = 𝑚?’’ It means
that ‘‘ Does there exist a shortest 𝜃-gentle path joining 𝑝 and 𝑞 on ?’’.

This is answered by our following proposition.

Proposition 2. Given 𝑝, 𝑞 ∈  , let  be a sequence of adjacent triangles
joining 𝑝 and 𝑞 on  , such that all vertices in  are 𝜃-reachable from some
points in  . Then, there exists 𝛾0 in  such that 𝑙(𝛾0) ≤ 𝑙(𝛾), for all 𝛾 ∈  .
The path 𝛾0 is then a shortest 𝜃-gentle path joining 𝑝 and 𝑞 along  , where
 denotes the set of all 𝜃-gentle paths joining 𝑝 and 𝑞 along  .

Proof. Because all vertices of  are 𝜃-reachable from some points in  ,
there exists at least one 𝜃-gentle path in  joining two arbitrary vertices
of  . Since all 𝜃-unreachable points are vertices of the terrain, all points
in  are 𝜃-reachable from some point in  . Therefore there always
exists at least one 𝜃-gentle path in  joining 𝑝 and 𝑞, hence  ≠ ∅.
Suppose that  consists of 𝑚 + 1 adjacent triangles 𝑓1, 𝑓2,… , 𝑓𝑚+1 and
𝑝 ∈ 𝑓1, 𝑞 ∈ 𝑓𝑚+1. We denote E = R3,  ∶= 𝑒1×𝑒2×⋯×𝑒𝑚 ∈ E𝑚, where 𝑒𝑖
is the common edge of 𝑓𝑖 and 𝑓𝑖+1, for 𝑖 = 1, 2,… , 𝑚. The set  is closed
and bounded in E𝑚 with product topology. Then  is compact. Without
loss of generality, we assume that 𝑝 ∉ 𝑒1, 𝑞 ∉ 𝑒𝑚. Let an arbitrary
point 𝑥𝑖 ∈ 𝑒𝑖, for 𝑖 = 1, 2,… , 𝑚 and 𝑥0 = 𝑝, 𝑥𝑚+1 = 𝑞. Consider the
function 𝛷 ∶ E𝑚 ⟶ R, 𝛷(𝑥1, 𝑥2,… , 𝑥𝑚) =

∑𝑚
𝑖=0 ‖𝑥𝑖 − 𝑥𝑖+1‖𝑠, where ‖.‖𝑠

is determined by (2):

‖𝑎‖𝑠 = max
{

‖𝑎‖2,
|𝑧(𝑎)|
sin 𝜃

}

Our next claim is that 𝛷 is continuous. For all sequences (𝑥(𝑛)1 , 𝑥(𝑛)2 ,… ,
𝑥(𝑛)𝑚 ) converging to (𝑥1, 𝑥2,… , 𝑥𝑚) in E𝑚, we have to prove that 𝛷(𝑥(𝑛)1 ,
𝑥(𝑛)2 ,… , 𝑥(𝑛)𝑚 ) → 𝛷(𝑥1, 𝑥2,… , 𝑥𝑚) in R as 𝑛 → ∞.

𝛷(𝑥(𝑛)1 , 𝑥(𝑛)2 ,… , 𝑥(𝑛)𝑚 ) =
𝑚
∑

𝑖=0
‖𝑥(𝑛)𝑖 − 𝑥(𝑛)𝑖+1‖𝑠

≤
𝑚
∑

𝑖=0
(‖𝑥(𝑛)𝑖 − 𝑥𝑖‖𝑠 + ‖𝑥𝑖 − 𝑥𝑖+1‖𝑠 + ‖𝑥𝑖+1 − 𝑥(𝑛)𝑖+1‖𝑠)

(*)
4

where 𝑥(𝑛)0 = 𝑝, 𝑥(𝑛)𝑚+1 = 𝑞. As 𝛷(𝑥1, 𝑥2,… , 𝑥𝑚) =
∑𝑚

𝑖=0 ‖𝑥𝑖 − 𝑥𝑖+1‖𝑠, now
(*) becomes

𝛷(𝑥(𝑛)1 , 𝑥(𝑛)2 ,… , 𝑥(𝑛)𝑚 ) −𝛷(𝑥1, 𝑥2,… , 𝑥𝑚) ≤
𝑚
∑

𝑖=0
(‖𝑥(𝑛)𝑖 − 𝑥𝑖‖𝑠 + ‖𝑥𝑖+1 − 𝑥(𝑛)𝑖+1‖𝑠)

Similarly, we have

𝛷(𝑥1, 𝑥2,… , 𝑥𝑚) −𝛷(𝑥(𝑛)1 , 𝑥(𝑛)2 ,… , 𝑥(𝑛)𝑚 ) ≤
𝑚
∑

𝑖=0
(‖𝑥𝑖 − 𝑥(𝑛)𝑖 ‖𝑠 + ‖𝑥(𝑛)𝑖+1 − 𝑥𝑖+1‖𝑠)

This gives

|𝛷(𝑥1, 𝑥2,… , 𝑥𝑚) −𝛷(𝑥(𝑛)1 , 𝑥(𝑛)2 ,… , 𝑥(𝑛)𝑚 )| ≤
𝑚
∑

𝑖=0
(‖𝑥𝑖 − 𝑥(𝑛)𝑖 ‖𝑠 + ‖𝑥(𝑛)𝑖+1 − 𝑥𝑖+1‖𝑠)

(**)

Since (𝑥(𝑛)1 , 𝑥(𝑛)2 ,… , 𝑥(𝑛)𝑚 ) converges to (𝑥1, 𝑥2,… , 𝑥𝑚) in E𝑚, we have
𝑥(𝑛)𝑖 → 𝑥𝑖 in R3 as 𝑛 → ∞, for 𝑖 = 1, 2,… , 𝑚. Hence for 𝑖 =
1, 2,… , 𝑚, ∑𝑚

𝑖=0 ‖𝑥
(𝑛)
𝑖 − 𝑥𝑖‖2 → 0 and ∑𝑚

𝑖=0 ‖𝑥𝑖+1 − 𝑥(𝑛)𝑖+1‖2 → 0 as
𝑛 → ∞, where ‖.‖2 is the Euclidean norm in R3. As two norms in a
finite-dimensional space are equivalent, ‖.‖2 and ‖.‖𝑠 are equivalent in
R3. Accordingly, the sequence {𝑥(𝑛)𝑖 } converges with the norm ‖.‖2 if
and only if {𝑥(𝑛)𝑖 } converges with the norm ‖.‖𝑠 in R3. Consequently,
∑𝑚

𝑖=0 ‖𝑥
(𝑛)
𝑖 − 𝑥𝑖‖𝑠 → 0 and ∑𝑚

𝑖=0 ‖𝑥𝑖+1 − 𝑥(𝑛)𝑖+1‖𝑠 → 0 as 𝑛 → ∞. Applying
(**) gives |𝛷(𝑥(𝑛)1 , 𝑥(𝑛)2 ,… , 𝑥(𝑛)𝑚 ) −𝛷(𝑥1, 𝑥2,… , 𝑥𝑚)| → 0 as 𝑛 → ∞. Then
𝛷(𝑥(𝑛)1 , 𝑥(𝑛)2 ,… , 𝑥(𝑛)𝑚 ) → 𝛷(𝑥1, 𝑥2,… , 𝑥𝑚) in R as 𝑛 → ∞. This implies that
𝛷 is continuous. Because 𝛷 is continuous on the compact set  , there
exists (𝑥∗1 , 𝑥

∗
2 ,… , 𝑥∗𝑚) ∈  such that

𝛷(𝑥∗1 , 𝑥
∗
2 ,… , 𝑥∗𝑚) = min{𝛷(𝑥1, 𝑥2,… , 𝑥𝑚) ∶ (𝑥1, 𝑥2,… , 𝑥𝑚) ∈ }.

We connect 𝑥0, 𝑥∗1 , 𝑥
∗
2, … , 𝑥∗𝑚, 𝑥𝑚+1 by the polyline including segments

[𝑥0, 𝑥∗1], [𝑥
∗
1 , 𝑥

∗
2],…, [𝑥∗𝑚, 𝑥𝑚+1]. Note that all points in  are 𝜃-reachable

from some point in  , by constructing an adjusted path of the polyline
if necessary, we can get a 𝜃-gentle path, say 𝜎, with its length 𝑙(𝜎) =
‖𝑥0 − 𝑥∗1‖𝑠 + ‖𝑥∗1 − 𝑥∗2‖𝑠 +⋯ + ‖𝑥∗𝑚 − 𝑥𝑚+1‖𝑠 = 𝛷(𝑥∗1 , 𝑥

∗
2 ,… , 𝑥∗𝑚). We are

now in a position to prove that 𝜎 is a shortest 𝜃-gentle path joining 𝑝

and 𝑞 along  .
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Fig. 5. A pseudo path of shortest 𝜃-gentle paths joining 𝑝 and 𝑞 on  is the polyline
joining 𝑝, 𝑐 and 𝑞. Therefore there exists a shortest 𝜃-gentle path passing through a
convex vertex.

For an arbitrary element 𝛾 ∈  , 𝛾 is a 𝜃-gentle path joining 𝑝 and
𝑞 along  . Let 𝑥′𝑖 be the intersection of 𝛾 and 𝑒𝑖, for 𝑖 = 1, 2,… , 𝑚 and
𝑥′0 = 𝑝, 𝑥′𝑚+1 = 𝑞. Because 𝑥′𝑖 and 𝑥′𝑖+1 are in the same triangles, the
length of 𝜃-gentle sub-path joining 𝑥′𝑖 and 𝑥′𝑖+1 does not exceed that
of SGP𝑓𝑖+1 (𝑥

′
𝑖 , 𝑥

′
𝑖+1) that indeed is ‖𝑥′𝑖 − 𝑥′𝑖+1‖𝑠. Thus 𝑙(𝛾) ≥

∑𝑚
𝑖=0 ‖𝑥

′
𝑖 −

𝑥′𝑖+1‖𝑠 ≥ 𝛷(𝑥∗1 , 𝑥
∗
2 ,… , 𝑥∗𝑚) = 𝑙(𝜎) for all 𝛾 ∈  . Therefore in  , 𝜎 is a

shortest 𝜃-gentle path joining 𝑝 and 𝑞 along  , and the proposition is
proved. □

Checking whether a vertex of  is 𝜃-reachable from some points
in  (as in the assumption of Proposition 2) can use the same way of
Proposition 1 for triangles of  (see Fig. 5).

Remark 2. We know that there is no shortest path joining two given
points on a polyhedron passing through a convex vertex unless the
vertex is the source or the destination of the path, see [3]. Unlike,
shortest 𝜃-gentle paths joining two given points on a polyhedral terrain
can visit convex vertices as shown below.

Example 1. Consider a terrain  with nine vertices 𝑎(0.5, 0.5, 1), 𝑏(0, 4,
0.5), 𝑐(1, 0, 0), 𝑑(2, 0,−5), 𝑒(0,−1, 0), 𝑓 (−1, 0.5,−0.5), 𝑔(0,−2,−5), ℎ(0, 10,
−5), 𝑖(−2, 0,−4.5). Take 𝜃 = 𝜋∕3. Let 𝑝 and 𝑞 be points in the rel-
ative interior of triangles △𝑎𝑐𝑒 and △𝑐𝑑𝑔 respectively. Then there
always exists a shortest 𝜃-gentle path joining 𝑝 and 𝑞 on  pass-
ing through the convex vertex 𝑐(1, 0, 0). In Example 1, we take 𝑝 =
(0.541167,−0.182661, 0.276172) and 𝑞 = (1.11049,−0.182661,−2.53026).
Then a shortest 𝜃-gentle path joining 𝑝 and 𝑞 on  passes through the
convex vertex 𝑐 and it is an adjusted path of the polyline joining 𝑝, 𝑐,
and 𝑞. The length of shortest 𝜃-gentle paths joining 𝑝 and 𝑞 on  is
about 3.77925.

4. Finding approximate 𝜽-gentle paths on polyhedral terrains

To deal with the SGP problem, we use the method of multiple
shooting applied for shortest path problems in 2D and 3D [9–11].
The iterative algorithm based on MMS gives a sequence of 𝜃-gentle
paths whose lengths are descending and convergent. Moreover, when
the number of iterative steps is large enough, the path obtained is an
approximate shortest 𝜃-gentle path in the sense of Definition 5, which
is similar to the definition of an approximate shortest path in [11].

According to Proposition 2, if 𝛾0 is a shortest 𝜃-gentle path joining
𝑝 and 𝑞 on  , then 𝛾 is a 𝜃-gentle path, i.e., 𝛾 ∈  , and 𝑙(𝛾 ) =
5

0 0  0
inf 𝛾∈
{

𝑙(𝛾)
}

. For the right-hand side of this expression, we replace the
infimum that is taken over the whole the set  by the infimum taken
over a subset of  such as {𝛾𝑗} in Definition 5. Then we obtain the
concept of an approximate shortest 𝜃-gentle path, which is similar to
Definition 2.2 in [11] as follows

Definition 5. Let { 𝑗} be a family of sequences of adjacent triangles of
 joining 𝑝 and 𝑞 of  , for 𝑗 > 0. Assume that there exists a sequence of
𝜃-gentle paths joining 𝑝 to 𝑞 on  , denoted by {𝛾𝑗}, such that: 𝛾𝑗 ⊂  𝑗

and 𝑙(𝛾𝑗+1) ≤ 𝑙(𝛾𝑗 ), for 𝑗 > 0. Then a 𝜃-gentle path, denoted by 𝛾∗,
joining 𝑝 to 𝑞 such that

𝑙(𝛾∗) = inf
𝑗

{

𝑙(𝛾𝑗 )
}

,

is called an approximate shortest 𝜃-gentle path joining 𝑝 and 𝑞 on  .

Next, an algorithm based on MMS for finding an approximate
𝜃-gentle path consists of three following factors

4.1. The factor (f1): Partition

Assuming 𝑣 ∈  . A cutting slice of  is the polygon which is
the intersection of  and the plane through 𝑣 that is parallel to the
horizontal plane. Let 𝑝, 𝑞 ∈  such that 𝑧(𝑝) > 𝑧(𝑞). We assume
throughout the paper that there is at least a vertex 𝑣 of  between 𝑝 and
𝑞 in terms of height, i.e., 𝑧(𝑝) > 𝑧(𝑣) > 𝑧(𝑞).  is divided into suitable
sub-terrains 𝑖 by a set of cutting slices {𝜉0, 𝜉1,… , 𝜉𝑘+1} passing through
all vertices of  between 𝑝 and 𝑞 as follows

𝑧(𝜉𝑖) > 𝑧(𝜉𝑖+1), there is no vertex of  between planes 𝜉𝑖 and 𝜉𝑖+1. (5)
𝑖 is a surface bounded by  , 𝜉𝑖 and 𝜉𝑖+1.

for 𝑖 = 0, 1,… , 𝑘, where 𝜉0 and 𝜉𝑘+1 are cutting slices of  through 𝑝
and 𝑞, respectively, 𝑧(𝜉𝑖) denotes the height of 𝜉𝑖, i.e., the height of an
arbitrary point of 𝜉𝑖.

Suppose that  has the property that 𝜉𝑖 is connected, for 𝑖 =
1, 2,… , 𝑘. This condition is given to ensure that for any two points 𝑎
and 𝑏 on the boundary of 𝜉𝑖 and 𝜉𝑖+1 (denoted by 𝑎 ∈ bd𝜉𝑖, 𝑏 ∈ bd𝜉𝑖+1),
there exists a path on 𝑖 which joins 𝑎 and 𝑏. Obviously, if  is convex,
then the condition is completely satisfied. Furthermore, the surface of 𝑖
is assumed to contain no vertices of  except vertices having the same
height as 𝑣𝑖 and 𝑣𝑖+1. Since the surface of 𝑖 is a sequence of adjacent
polygons, we can certainly assume that adjacent polygons are triangles,
for if not, we can triangulate these polygons to obtain triangles.

At the first step of the algorithm, we initialize a set of ordered points
by taking 𝑢𝑖 ∈ 𝜉𝑖. Since the connectedness assumption of 𝜉𝑖, there exists
a sequence of adjacent triangles of 𝑖, denoted by 𝑖, that contains 𝑢𝑖
and 𝑢𝑖+1, where 𝑢𝑖 belongs to the first triangle and 𝑢𝑖+1 belongs to the
final triangle of 𝑖, for 𝑖 = 0, 1,… , 𝑘 (see Fig. 6).

Each triangle of 𝑖 has an edge that is parallel to the horizontal
plane. Indeed, because each vertex 𝑣 of any triangle of 𝑖 is a vertex
of the terrain  or an intersection point of a cutting slice and an edge
of  . If 𝑣 is a vertex of  , then 𝑣 ∈ bd𝜉𝑖 or 𝑣 ∈ bd𝜉𝑖+1, due to the
construction of cutting slices passing through all vertices of  between
𝑝 and 𝑞. If 𝑣 is an intersection point of a cutting slice and an edge of  ,
then 𝑣 ∈ bd𝜉𝑖 or 𝑣 ∈ bd𝜉𝑖+1. Each triangle has three vertices, then there
are two vertices of each triangle of 𝑖 belonging to the same cutting
slice. Consequently, each triangle of 𝑖 has an edge that is parallel to
the horizontal plane, and thus we have the following remark

Remark 3. Every vertex in 𝑖 is 𝜃-reachable from some points in 𝑖.
Therefore there exists at least one shortest 𝜃-gentle path joining two
given points 𝑝 and 𝑞 along 𝑖, where 𝑝, 𝑞 ∈ 𝑖.

Two consecutive initial points are connected by a shortest 𝜃-gentle
path along 𝑖. The path received by combining these shortest 𝜃-gentle
paths is called the initial path of the algorithm. For each iterative
step which is discussed carefully in the next Sections (4.2 and 4.3),
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Fig. 6. (i) 𝜒 passes through two triangles sharing 𝑒 which contains 𝑢, (ii) 𝜒 passes through two triangles sharing only one point that indeed is 𝑢.
we obtain a set of points {𝑢𝑖| 𝑢𝑖 ∈ 𝜉𝑖, 𝑖 = 0, 1,… , 𝑘 + 1} and a path
𝛾 = ∪𝑘

𝑖=0SGP𝑖
(𝑢𝑖, 𝑢𝑖+1), where SGP𝑖

(𝑢𝑖, 𝑢𝑖+1) is the shortest 𝜃-gentle
path joining 𝑢𝑖 and 𝑢𝑖+1 along 𝑖 and 𝑢0 = 𝑝, 𝑢𝑘+1 = 𝑞. Then 𝑢𝑖 is called
a shooting point.

4.2. The factor (f2): Straightness condition

For simplicity, in Sections 4.2 and 4.3, we use subscripts ‘‘+’’ and ‘‘-’’
to stand for ascending or descending. For instance, if we write 𝑢 instead
of 𝑢𝑖, then 𝑢+ and 𝑢− stand for 𝑢𝑖+1 and 𝑢𝑖−1, respectively. We also use
∪SGP (𝑢, 𝑢+) instead of ∪𝑘

𝑖=0SGP𝑖
(𝑢𝑖, 𝑢𝑖+1), where  is understood as the

sequence of adjacent triangles joining 𝑢 and 𝑢+. Thus − is the sequence
of adjacent triangles joining 𝑢− and 𝑢.

Proposition 3. Assume that 𝜒 is a pseudo path of shortest 𝜃-gentle paths
joining 𝑝 and 𝑞 along a sequence of adjacent triangles ̂ . Let 𝑥 ∈ 𝜒 . Then
there exists at least one shortest 𝜃-gentle path 𝛾 joining 𝑝 and 𝑞 along ̂
such that 𝜒 is the pseudo path of 𝛾 and 𝑥 ∈ 𝛾.

The proof of Proposition 3 is given in Appendix.
We consider 𝜒 = ∪PSGP (𝑢, 𝑢+), where PSGP (𝑢, 𝑢+) is the pseudo

path of SGP (𝑢, 𝑢+). According to Proposition 3, we get

Remark 4. Let 𝑥 ∈ 𝜒 . Then there exists at least one sub-path
SGP (𝑢, 𝑢+) containing 𝑥.

There are two cases for the shooting point 𝑢 (𝑢 ≠ 𝑝, 𝑞) as follows
Case 1 (Common edge case for 𝑢): 𝜒 passes through two triangles

of − ∪  , which have only one common edge 𝑒 ⊂ 𝜉 and 𝑢 ∈ 𝑒 (see
Fig. 6(i)). Here ‘‘𝜒 passes through two triangles’’ means that points of
the intersection of 𝜒 and each triangle are at least two points,

Case 2 (Non-common edge case for 𝑢): 𝜒 passes through two
triangles of − ∪  , which have only one common point that is 𝑢 (see
Fig. 6(ii)).

Consider the triple (𝑢−, 𝑢, 𝑢+) ∈ 𝜉− × 𝜉 × 𝜉+, we take 𝑥 ∈ PSGP(𝑢, 𝑢+),
𝑥− ∈ PSGP(𝑢−, 𝑢) such that 𝑥, 𝑥− do not coincide with 𝑢, 𝑢−, 𝑢+. We need
to construct a sequence of adjacent triangles from − and  joining 𝑥−
and 𝑥, denoted by − ⋈  as follows:

(A1) If Common Edge Case for 𝑢 happens, − ⋈  = − ∪  ,
(A2) If Non-common Edge Case for 𝑢 happens, − ⋈  consists of

triangles of −∪ and the minimum number of adjacent triangles
having the common vertex 𝑢 such that − ⋈  contains the
sub-path of 𝜒 joining 𝑥− and 𝑥.
Since 𝜒 passes through 𝑢, some triangles sharing 𝑢 in the counter-
clockwise or clockwise direction are added to − ⋈  to ensure
the adjacency of triangles. There are two such sequences, denote
by  ⋈  𝑐𝑐𝑤 and  ⋈  𝑐𝑤.
6

− −
We now state the factor (f2): Straightness Condition For each
shooting point 𝑢, we check a so-called Straightness Condition to decide
whether the algorithm stops or continues. We say that the straightness
condition holds at 𝑢 (𝑢 ≠ 𝑝, 𝑞) if PSGP−

(𝑥−, 𝑢)∪PSGP (𝑢, 𝑥) is a pseudo
path of shortest 𝜃-gentle paths joining 𝑥− and 𝑥 along − ⋈  . In
particular,

(B1) If Common Edge Case for 𝑢 happens, then the straightness condi-
tion is

𝑙𝑝
(

PSGP−⋈ (𝑥−, 𝑥)
)

= 𝑙𝑝
(

PSGP−
(𝑥−, 𝑢)

)

+ 𝑙𝑝
(

PSGP (𝑢, 𝑥)
)

,

(B2) If Non-common Edge Case for 𝑢 happens, then the straightness
condition is

𝑙𝑝
(

PSGP−⋈𝑐𝑐𝑤 (𝑥−, 𝑥)
)

= 𝑙𝑝
(

PSGP−⋈𝑐𝑤 (𝑥−, 𝑥)
)

= 𝑙𝑝
(

PSGP−
(𝑥−, 𝑢)

)

+ 𝑙𝑝
(

PSGP (𝑢, 𝑥)
)

.

4.3. The factor (f3): Update of shooting points

If Straightness Condition (B1–B2) holds at all shooting points, the
algorithm stops, otherwise, when Straightness Condition (B1–B2) does
not hold at least one shooting point, we update 𝑢 to 𝑢𝑛𝑒𝑥𝑡 (𝑢 ≠ 𝑝, 𝑞). By
Proposition 5, which will be presented in Section 4.4, the length of the
path formed by the set of new shooting points is less than that of the
previous path.

Then we update 𝑢 to 𝑢𝑛𝑒𝑥𝑡 where 𝑢𝑛𝑒𝑥𝑡 is selected as an intersection
point between a pseudo path of shortest 𝜃-gentle paths joining 𝑥− and
𝑥 along − ⋈  and edges of 𝜉. Particularly,

(C1) If Common Edge Case for 𝑢 happens and 𝑢 does not satisfy
Straightness Condition (B1), we then set 𝑢𝑛𝑒𝑥𝑡 as the intersection
point between PSGP−⋈ (𝑥−, 𝑥) and 𝑒, where 𝑒 is the common
edge of two triangles which is passed by 𝜒 (see Fig. 7(i)),

(C2) If Non-common Edge Case for 𝑢 happens and 𝑢 does not satisfy
Straightness Condition (B2), then there are two edges 𝑒, 𝑒′ sharing
𝑢 such that they are edges of 𝜉. We then set 𝑢𝑛𝑒𝑥𝑡 as the intersection
point between PSGP−⋈ (𝑥−, 𝑥) and 𝑒 or 𝑒′ (see Fig. 7(ii)). We
denote

𝑙𝑝
(

PSGP−⋈ (𝑥−, 𝑥)
)

=

min{𝑙𝑝
(

PSGP−⋈𝑐𝑐𝑤 (𝑥−, 𝑥)
)

, 𝑙𝑝
(

PSGP−⋈𝑐𝑤 (𝑥−, 𝑥)
)

}.

Since Straightness Condition (B1–B2) does not hold at 𝑢, we can
easily claim the following for (C1–C2)

𝑙𝑝
(

PSGP−⋈ (𝑥−, 𝑥)
)

< 𝑙𝑝
(

PSGP−
(𝑥−, 𝑢)

)

+ 𝑙𝑝
(

PSGP (𝑢, 𝑥)
)

. (6)

We can update shooting points in which the straightness condition
does not hold and keep the remaining shooting points. But the pro-
posed algorithm will update all shooting points. Because if 𝑢 satisfies
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Fig. 7. After updating shooting points 𝑢 to 𝑢𝑛𝑒𝑥𝑡, we get 𝜒𝑛𝑒𝑥𝑡 = ∪PSGP𝑛𝑒𝑥𝑡 (𝑢𝑛𝑒𝑥𝑡 , 𝑢𝑛𝑒𝑥𝑡+ ) from 𝜒 = ∪PSGP (𝑢, 𝑢+), where (i) illustrates Common Edge Case for 𝑢 and (ii) illustrates
Non-common Edge Case for 𝑢.
Straightness Condition (B1–B2), then the update (C1–C2) gives 𝑢 =
𝑢𝑛𝑒𝑥𝑡.

4.4. Proposed algorithm

The algorithm for finding an approximate shortest 𝜃-gentle path
joining two given points on terrain is as follows:
Input: A terrain  , 𝜃 ∈ (0, 𝜋∕2) and 𝑝, 𝑞 ∈ 
Output: An approximate shortest 𝜃-gentle path joining 𝑝 and 𝑞 on 
1: Divide  into sub-terrains by a set of cutting slices satisfying (5)

⊳ partition
2: Take a set of ordered initial shooting points. Let 𝜒 be the pseudo

path of the path formed by the set of initial shooting points, 𝑓𝑙𝑎𝑔 =
𝑡𝑟𝑢𝑒

3: Call Procedure Straightness_Update (𝜒, 𝜒𝑛𝑒𝑥𝑡, 𝑓 𝑙𝑎𝑔)
4: If Straightness Condition (B1-B2) holds at all shooting points, i.e.,

𝑓𝑙𝑎𝑔 = 𝑡𝑟𝑢𝑒, go to step 6
5: Otherwise, i.e, 𝑓𝑙𝑎𝑔 = 𝑓𝑎𝑙𝑠𝑒, then 𝜒 ← 𝜒𝑛𝑒𝑥𝑡 and go to step 3
6: Adjust the pseudo path 𝜒𝑛𝑒𝑥𝑡 to get a 𝜃-gentle path 𝛾 ⊳ 𝛾

satisfies slope requirement and its length is computed by (4)
7: return 𝛾.

In the rest of the paper, we turn to use subscripts 𝑖 − 1, 𝑖, 𝑖 + 1 for
shooting points, sequences of adjacent triangles, etc corresponding to
each cutting slice.

For each iterative step, if Straightness Condition (B1–B2) does not
hold, we update shooting points to get a better path. Then Procedure
Straightness_Update (𝜒, 𝜒𝑛𝑒𝑥𝑡, 𝑓 𝑙𝑎𝑔) performs checking Straightness Con-
dition and updating shooting points 𝑢𝑖 to 𝑢𝑛𝑒𝑥𝑡𝑖 (𝑢𝑖 ≠ 𝑝, 𝑞). Note that at
the next iterative step, after updating shooting points, we use the same
way indicated in Section 4.1 to construct the sequence 𝑛𝑒𝑥𝑡

𝑖 joining
𝑢𝑛𝑒𝑥𝑡𝑖 and 𝑢𝑛𝑒𝑥𝑡𝑖+1 . Proposition 5 shows the decrease in the sequence of
lengths of obtained paths.

Proposition 4. Assume that 𝛾0 is a shortest 𝜃-gentle path joining 𝑝 and
𝑞 on  . Let 𝑢𝑖 be the intersection point between 𝛾0 and each cutting slice 𝜉𝑖
which is not through 𝑝 and 𝑞. Then Straightness Condition (B1–B2) holds
at 𝑢𝑖.

The proof of Proposition 4 is given in Appendix.

Proposition 5. Procedure Straightness_Update (𝜒, 𝜒𝑛𝑒𝑥𝑡, 𝑓 𝑙𝑎𝑔) gives
𝑙𝑝(𝜒𝑛𝑒𝑥𝑡) ≤ 𝑙𝑝(𝜒), i.e.,

𝑙

( 𝑘
⋃

SGP𝑛𝑒𝑥𝑡
𝑖

(𝑢𝑛𝑒𝑥𝑡𝑖 , 𝑢𝑛𝑒𝑥𝑡𝑖+1 )

)

≤ 𝑙

( 𝑘
⋃

SGP𝑖
(𝑢𝑖, 𝑢𝑖+1)

)

.

7

𝑖=0 𝑖=0
1: procedure Straightness_Update(𝜒, 𝜒𝑛𝑒𝑥𝑡, 𝑓 𝑙𝑎𝑔)
Input: 𝜒 is a pseudo path joining shooting points 𝑢𝑖, i.e., 𝜒 =

∪𝑘
𝑖=0PSGP(𝑢𝑖, 𝑢𝑖+1).

Output: Determined if 𝑓𝑙𝑎𝑔 = 𝑡𝑟𝑢𝑒 or 𝑓𝑙𝑎𝑔 = 𝑓𝑎𝑙𝑠𝑒 and the set of new
shooting points such that 𝑙𝑝(𝜒𝑛𝑒𝑥𝑡) ≤ 𝑙𝑝(𝜒), where 𝜒𝑛𝑒𝑥𝑡 is a pseudo
path joining new shooting points 𝑢𝑛𝑒𝑥𝑡𝑖 .

2: 𝑓𝑙𝑎𝑔 ← 𝑡𝑟𝑢𝑒
3: 𝑥0 ∈ PSGP(𝑢0, 𝑢1) such that 𝑥0 ≠ 𝑢0, 𝑥0 ≠ 𝑢1
4: for 𝑖 = 1, 2,… , 𝑘 do
5: Take 𝑥𝑖 ∈ PSGP𝑖

(𝑢𝑖, 𝑢𝑖+1) such that 𝑥𝑖 does not coincide with
𝑢𝑖, 𝑢𝑖+1

6: if PSGP𝑖−1
(𝑥𝑖−1, 𝑢1) ∪ PSGP𝑖

(𝑢𝑖, 𝑥𝑖) is a pseudo path of
shortest 𝜃-gentle paths joining 𝑥𝑖−1 and 𝑥𝑖 along 𝑖−1 ⋈ 𝑖 then

⊳ Straightness Condition (B1-B2) holds at 𝑢𝑖
7: Set 𝑢𝑛𝑒𝑥𝑡𝑖 ← 𝑢𝑖
8: else Set 𝑢𝑛𝑒𝑥𝑡𝑖 to be the intersection of PSGP𝑖−1⋈𝑖

(𝑥𝑖−1, 𝑥𝑖)
and edges of 𝜉𝑖 ⊳ due to (C1-C2)

9: 𝑓𝑙𝑎𝑔 ← 𝑓𝑎𝑙𝑠𝑒
10: 𝑢𝑛𝑒𝑥𝑡0 = 𝑝, 𝑢𝑛𝑒𝑥𝑡𝑘+1 = 𝑞
11: 𝜒𝑛𝑒𝑥𝑡 = ∪PSGP𝑛𝑒𝑥𝑡

𝑖
(𝑢𝑛𝑒𝑥𝑡𝑖 , 𝑢𝑛𝑒𝑥𝑡𝑖+1 )

If Straightness Condition (B1–B2) does not hold at some shooting point 𝑢𝑖,
then the inequality above is strict. Therefore the sequence of lengths of paths
obtained by our algorithm is convergent.

The proof of Proposition 5 is given in Appendix.

Theorem 1. The path obtained at 𝑗th-iterative step of the proposed
algorithm is an approximate shortest 𝜃-gentle path joining 𝑝 and 𝑞 on  ,
where 𝑗 is a large enough natural number.

The proof of Theorem 1 is given in Appendix.

5. Numerical examples

In the section, we implement the proposed algorithm in C++ code
using CGAL then compile and run the code on Ubuntu Linux plat-
form Intel Core i5-7200U, CPU 568 2.50 GHz with 4 GB RAM. Our
experiments are executed on convex polyhedral terrains to ensure the
assumption of the connectedness of cutting slices (see Section 4.1).



Journal of Computational Science 67 (2023) 101935P.T. An et al.
Fig. 8. A visualization of the proposed algorithm on convex polyhedral terrains: the boundaries of cutting slices are represented by parallel dashed curves; the light brown curves
are the initial pseudo paths of the initial 𝜃-gentle paths formed by the set of shooting points; the dark gray curves show the final pseudo paths which are pseudo paths of the
final 𝜃-gentle paths formed by the set of final shooting points obtained by MMS. Therein, the lengths of the initial and final pseudo paths under ‖.‖𝑠 norm are the lengths of the
initial and final 𝜃-gentle paths under the Euclidean norm.
We run the algorithms several times to compute the lengths of ob-
tained paths and corresponding running times. Average results are then
reported. The results are visualized by OpenGL.

Fig. 8 gives a visualization of the proposed algorithm in which the
boundaries of cutting slices are represented by parallel dashed curves,
the initial pseudo paths are shown in light brown and the final pseudo
paths obtained by MMS are shown in dark gray.

For computing shortest 𝜃-gentle paths joining two shooting points
on consecutive cutting slices, we use an algorithm for finding classical
shortest paths on convex polyhedral surfaces introduced by Algawal et
al. [13]. Polyhedral terrains is discretized in the way of Algawal et al.
to obtain a weighted graph, where the weight of each edge in the graph
is the length under ‖.‖𝑠 calculated by the formula (3). We then find the
weighted shortest path between two shooting points, which plays a role
as a shortest 𝜃-gentle path joining two shooting points.

For finding a shortest 𝜃-gentle path joining two points 𝑝 and 𝑞 on
a polyhedral terrain, we test the proposed algorithm on the datasets
given in Table 1 which consists of convex polyhedral terrains of a few
tens to several tens of thousands of vertices to show the correctness of
our algorithm. Each terrain was generated randomly and the pair of
𝑝 and 𝑞 also is randomly selected on each of the terrains for the first
test. Table 2 reports results obtained by the proposed algorithm for the
input data set corresponding to Table 1, where the slope parameter 𝜃
was fixed as 0.3. In order to evaluate the MMS-based algorithm, we use
the shortest path joining 𝑝 and 𝑞 without the slope constraint on the
terrains which can be obtained by any algorithm for finding shortest
paths. We then perform the step of adjusting the path to get a 𝜃-gentle
path, denoted by �̄�(𝑝, 𝑞).

Table 2 also gives a comparison between the lengths of final 𝜃-gentle
paths obtained by MMS and that of �̄�(𝑝, 𝑞). In general, the final 𝜃-gentle
paths obtained by MMS are shorter than �̄�(𝑝, 𝑞). The last row of the table
presents the test of the algorithm for a complicated terrain consisting of
17,115 vertices and 34,226 triangular faces. The running time is long
due to the current specification of the PC platform. Herein, it shows
the feasibility of the algorithm. For more complicated terrains of huge
size, we can apply an approximate scheme in which an original terrain
can be approximated by a simpler surface. A shortest 𝜃-gentle path is
computed on the simplified surface. It is then used to approximately
obtain the corresponding shortest 𝜃-gentle path on the original one.
Such a method was given in [8].

Clearly, the running time of the algorithm based on MMS is in-
fluenced by factors: the slope parameter 𝜃, the size of the data sets
(the number of vertices of terrains), the initial path, the number of
iterations, and the number of cutting slices. We use the term the
8

average running time which is the quotient of the total running time
and the number of iterative steps to evaluate the quality of the proposed
algorithm. The values of running time and average time of each itera-
tion given in Table 2 also indicate that the computing times increase
as the size of input terrains raises.

We also test the algorithm for different values of 𝜃. Fig. 9 shows the
testing results. The experiment is executed on terrains of 118, 290, and
414 vertices with 𝑝 and 𝑞 given in Table 1. We can see that the running
time has no clear pattern as a function of 𝜃, while the length of obtained
𝜃-gentle paths is decreasing when 𝜃 increases. This is because the length
of a shortest 𝜃-gentle path tends to that of shortest paths without slope
constraints as 𝜃 varies from 0 to 𝜋

2 .

A comparison with Liu and Wong’s algorithm
In Liu and Wong’s algorithm [8], a surface simplification is per-

formed to simplify a terrain. Shortest 𝜃-gentle paths are then computed
based on the simplified surface. We here aim to compare the perfor-
mance of finding shortest 𝜃-gentle paths. Therefore, we do not use
simplification in this comparison.

For finding a shortest 𝜃-gentle path joining two points 𝑝 and 𝑞 on
a terrain  , Liu and Wong used a naive search algorithm to search
all non-self-cutting sequences of adjacent triangles joining 𝑝 and 𝑞 on
the entire  . They implemented the brute-force approach to find all
possible candidates for the solution and then constructed a tree of
sequences of adjacent triangles joining 𝑝 and 𝑞 to find a shortest 𝜃-
gentle path along each sequence. Then sub-problems of finding shortest
𝜃-gentle paths joining those two points along a sequence of adjacent
triangles are solved to obtain an exact shortest 𝜃-gentle path.

In particular, for each sequence of 𝑚 adjacent triangles, the length
of the shortest 𝜃-gentle paths can be represented by a function in 𝑚-
variables of the coordinates of 𝑝, 𝑞 and all the vertices of the triangles
in this sequence. Slope constraints can be specified by using the coordi-
nates of these vertices and 𝜃. They referred to minimizing the function
of the total length under ‖.‖𝑠 norm of a polyline whose endpoints
belong to common edges of adjacent triangles. There are two drawbacks
to this approach: its dependence on optimization tools for solving non-
smooth convex optimization problems and the time consume to execute
the brute-force search.

Table 3 gives the comparison result between two algorithms. As
shown in the table, the lengths of the final 𝜃-gentle paths obtained by
our algorithm are similar to that of the shortest 𝜃-gentle paths by Liu
and Wong’s one. It however takes too long time to complete Liu and
Wong’s algorithm. For terrains of more than or equal to 20 vertices,
the consuming time of Liu and Wong’s algorithm is greater than 24 h
(= 86,400 s).
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Table 1
The coordinates of 𝑝 to 𝑞 corresponding to the polyhedral terrains for the implementation.

Num. of vertices Num. of faces 𝑝 = (𝑥(𝑝), 𝑦(𝑝), 𝑧(𝑝)) 𝑞 = (𝑥(𝑞), 𝑦(𝑞), 𝑧(𝑞))

30 56 (38.7153,−17.2593, 81.5168) (20.2045,−17.2593, 62.1578)
69 134 (39.291, 23.4091, 157.183) (22.4181, 23.4091, 61.4292)

110 216 (94.4766, 29.6616, 166.05) (124.73, 29.6616, 87.4252)
118 232 (75.5987, 25.7441, 184.372) (100.763, 25.7441, 105.191)
290 576 (18.6394,−31.885,−14.3982) (69.8596,−31.885,−62.0098)
414 824 (57.1076,−39.3121, 153.314) (88.2201,−39.3121, 77.9623)
735 1,446 (56.7353,−30.2738, 157.961) (73.0712,−30.2738, 69.1942)

1,065 2,126 (44.7474,−63.5466, 155.602) (69.907,−63.5466, 74.4962)
1,280 2,556 (56.9648,−41.0489, 153.936) (92.906,−41.0489, 66.261)
1,516 3,028 (73.486,−5.976, 133.893) (88.1203,−5.976, 93.4566)
7,607 15,210 (259.728,−586.539,−411.306) (308.102,−586.539,−554.833)

17,115 34,226 (2526.01, 247.731,−645.779) (3436.61, 247.731,−1183.03)
Table 2
Experiments of finding 𝜃-gentle paths on convex polyhedral terrains by MMS, where 𝑝, 𝑞, and terrains are given in Table 1, and 𝜃 = 0.3.

Num. of Num. of Num. of Length of Length of Length of Running Average time
vertices cutting iterations �̄�(𝑝, 𝑞)b the initial 𝜃- the final 𝜃- time (s) for each

slicesa gentle paths gentle paths iteration (s)

30 7 21 85.41195 189.97232 68.1006 8.713 0.415
69 27 13 324.14001 409.69764 324.01891 8.661 0.666
110c 28 14 272.33611 527.21885 267.08084 18.555 1.325
118d 26 46 269.07095 493.82249 267.93636 59.790 1.299
290e 45 62 164.04168 198.72688 162.37734 101.997 1.645
414 62 56 264.91539 371.28881 257.30488 197.710 3.530
735 85 14 308.29389 336.17432 300.78357 32.748 2.339
1,065 80 11 278.76214 350.64900 274.44965 68.633 6.239
1,280 87 18 302.70465 374.82565 296.68171 234.84 13.047
1,516 40 25 137.73332 146.88255 136.83118 293.155 11.726
7,607 143 14 486.25417 991.86302 485.67421 671.947 47.996
17,115 453 26 1, 917.98817 8, 427.00653 1, 821.00829 13, 715.133 527.505

aThe number of cutting slices except for two slices passing through 𝑝 and 𝑞.
b �̄�(𝑝, 𝑞) is a 𝜃-gentle path adjusted from the shortest path 𝑝 to 𝑞 on these terrains.
cExample showed in Fig. 8 (i).
dExample showed in Fig. 8 (ii).
eExample showed in Fig. 8 (iii).
Fig. 9. Effect of the slope parameter 𝜃 on the length of the obtained 𝜃-gentle paths and the running time of MMS, where experiments are processed on terrains of 110, 118, and
290 vertices with the corresponding coordinates of 𝑝 and 𝑞 are given in Table 1.
Table 3
Comparison between Liu and Wong’s algorithm and MMS with 𝜃 = 0.2.

Num. of Liu and Wong’s algorithm MMS

vertices Num. of Max. num. of Length Running Length Running
sub-problems variables time (s) time(s)

10 158 14 210.773 1, 106.136 211.37189 10.895
15 3,176 24 456.156 59, 294.118 457.10281 18.781
20 69,809 34 303.173 > 86, 400.000 309.06892 4.435
25 2, 002, 522 44 368.0512 > 86, 400.000 368.72831 6.708
30 32, 320, 556 54 97.11615 > 86, 400.000 100.06106 3.243
9
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Due to the use of the brute-force approach, the calculation speed
and the number of sub-problems and their number of variables are
increasing if the number of vertices of terrains raises. The running
time of Liu and Wong’s algorithm is thousands of times higher than
our algorithm. However, the input data of MMS requires terrains that
satisfy the connectedness assumption of cutting slices, while Liu and
Wong’s algorithm can be applied for arbitrary terrains. It should also
note that Liu and Wong’s algorithm focuses on simplifying terrains
to reduce the number of their triangles rather than solving the SGP
problem.

6. Concluding remarks

Generally, the problem of finding shortest 𝜃-gentle path is quite hard
to solve, and no polynomial time algorithm is known. Moreover, not
many properties of shortest 𝜃-gentle paths have been shown. In this
paper, we give some geometric and analysis properties of shortest 𝜃-
entle paths: characterization of a 𝜃-unreachable vertex, the existence
f shortest 𝜃 gentle paths along a sequence of adjacent triangles, and an
xample of shortest 𝜃-gentle paths which can visit a convex vertex of a
olyhedral terrain. After that, we present an algorithm for computing
n approximate shortest 𝜃-gentle path joining two given points on
polyhedral terrain using a new approach based on the method of
ultiple shooting, but under the assumption of the connectedness given

n Section 4.1 for terrains.
Ideas of MMS may be used for finding energy-minimizing paths on

errains [14]. It is also suitable for the problem of finding shortest paths
n polyhedral terrains where its faces are weighted polygons. In the
ext paper, we will deal with such problems.
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ppendix

he proof of Proposition 3:

roof. If 𝑥 is an intersection point of 𝜒 and some edge of a triangle of
̂ , then 𝑥 clearly belongs to shortest 𝜃-gentle paths whose pseudo is 𝜒 .
therwise, 𝑥 is then a point in some line segment, say [𝑎, 𝑏], such that
and 𝑏 are intersection points between 𝜒 and edges of a triangle in ̂
𝑥 ≠ 𝑎, 𝑏). Let us denote by 𝑓 the triangle. We consider two cases:

(a) If 𝑏 ∉ SR𝑓 (𝑎), where SR𝑓 (𝑎) is the steep region of 𝑎 in 𝑓 , then
𝑎, 𝑏] belongs to all shortest 𝜃-gentle paths whose pseudo is 𝜒 and so is
10

.

(b) If 𝑏 ∈ SR𝑓 (𝑎), then [𝑎, 𝑏] is steep. By constructing the adjusted
aths, adj[𝑎, 𝑥] ∪ adj[𝑥, 𝑏] is a 𝜃-gentle path that lies completely in 𝑓 .
ince 𝑥 ∈ [𝑎, 𝑏],

(adj[𝑎, 𝑥] ∪ adj[𝑥, 𝑏]) = |𝑧(𝑥) − 𝑧(𝑎)|
sin 𝜃

+
|𝑧(𝑏) − 𝑧(𝑥)|

sin 𝜃

=
|𝑧(𝑏) − 𝑧(𝑎)|

sin 𝜃
= 𝑙(adj[𝑎, 𝑏]).

Consequently, adj[𝑎, 𝑥] ∪ adj[𝑥, 𝑏] is also a shortest 𝜃-gentle path
joining 𝑎 and 𝑏 in 𝑓 . Let 𝜏 be a shortest 𝜃-gentle path whose pseudo
path is 𝜒 . Then 𝑎, 𝑏 ∈ 𝜏. We can replace the sub-path of 𝜏 joining 𝑎
and 𝑏 with adj[𝑎, 𝑥]∪adj[𝑥, 𝑏] to obtain a 𝜃-gentle path, denoted by 𝛾 in
which its length do not exceed that of 𝜏, which completes the proof. □

The proof of Proposition 4:

Proof. Let 𝑢0 = 𝑝, 𝑢𝑘+1 = 𝑞. In what follows, for 𝑎, 𝑏 ∈ 𝛾0, 𝛾0(𝑎, 𝑏)
stands for the sub-path joining 𝑎 and 𝑏 of 𝛾0. We can assume that 𝑖 is a
sequence of adjacent triangles joining 𝑢𝑖 and 𝑢𝑖+1, for 𝑖 = 0, 1,… , 𝑘 such
that ̂ =

⋃𝑘
𝑖=0 𝑖 is a sequence of adjacent triangles along 𝛾0. It is easy

to check that any sub-path of a shortest 𝜃-gentle path is also a shortest
𝜃-gentle path. Then we can write 𝛾0 = ∪𝑘

𝑖=0𝛾0(𝑢𝑖, 𝑢𝑖+1), where 𝛾0(𝑢𝑖, 𝑢𝑖+1)
is a shortest 𝜃-gentle path joining 𝑢𝑖 and 𝑢𝑖+1 along 𝑖. Let us denote
by PSGP𝑖

(𝑢𝑖, 𝑢𝑖+1) the pseudo path of 𝛾0(𝑢𝑖, 𝑢𝑖+1). For 𝑖 = 0, 1,… , 𝑘, take
𝑖 on PSGP𝑖

(𝑢𝑖, 𝑢𝑖+1) such that 𝑥𝑖 does not coincide with 𝑢𝑖 and 𝑢𝑖+1.
ccording to Remark 4, there exists at least a shortest 𝜃-gentle path

joining 𝑢𝑖 and 𝑢𝑖+1 along 𝑖 such that 𝑥𝑖 belongs to it. Therefore without
loss of generality, we can assume that 𝑥𝑖 ∈ 𝛾0(𝑢𝑖, 𝑢𝑖+1), for 𝑖 = 0, 1,… , 𝑘.
Then 𝛾0(𝑥𝑖−1, 𝑥𝑖) is a shortest 𝜃-gentle path joining 𝑥𝑖−1 and 𝑥𝑖 on the
entire  . If Common Edge Case for 𝑢𝑖 happens, 𝛾0(𝑥𝑖−1, 𝑥𝑖) is a shortest
𝜃-gentle path along 𝑖−1 ⋈ 𝑖. Therefore (B1) of Straightness Condition
must happen at 𝑢𝑖.

If Non-common Edge Case for 𝑢𝑖 happens, 𝛾0(𝑥𝑖−1, 𝑥𝑖) is a shortest 𝜃-
gentle path joining 𝑥𝑖−1 and 𝑥𝑖 along both 𝑖−1 ⋈ 𝑖

𝑐𝑐𝑤 and 𝑖−1 ⋈ 𝑖
𝑐𝑤.

Therefore (B2) of Straightness Condition must happen at 𝑢𝑖, which
completes the proof. □

Remark 5. By constructing sequences of adjacent triangles 𝑖, 𝑛𝑒𝑥𝑡
𝑖 ,

and 𝑖−1 ⋈ 𝑖, we deduce that

𝑙
(

SGP𝑖−1⋈𝑖
(𝑥𝑖−1, 𝑥𝑖)

)

≤ 𝑙
(

SGP𝑖−1
(𝑥𝑖−1, 𝑢𝑛𝑒𝑥𝑡𝑖 )

)

+ 𝑙
(

SGP𝑖
(𝑢𝑛𝑒𝑥𝑡𝑖 , 𝑥𝑖)

)

;

𝑙
(

SGP𝑛𝑒𝑥𝑡
𝑖

(𝑢𝑛𝑒𝑥𝑡𝑖 , 𝑢𝑛𝑒𝑥𝑡𝑖+1 )
)

≤ 𝑙
(

SGP𝑖−1⋈𝑖
(𝑢𝑛𝑒𝑥𝑡𝑖 , 𝑥𝑖)

)

+ 𝑙
(

SGP𝑖⋈𝑖+1
(𝑥𝑖, 𝑢𝑛𝑒𝑥𝑡𝑖+1 )

)

.

The proof of Proposition 5:

Proof. Assume that Straightness Condition (B1–B2) does not hold at
some shooting point 𝑢𝑖, 𝛾 = ∪𝑘

𝑖=0SGP𝑖
(𝑢𝑖, 𝑢𝑖+1). According to Remark 4

and 𝑥𝑖 ∈ PSGP𝑖
(𝑢𝑖, 𝑢𝑖+1), 𝑥𝑖 belongs to SGP𝑖

(𝑢𝑖, 𝑢𝑖+1), for 𝑗 = 0, 1,… , 𝑘
(see Fig. 7). Hence instead of proving the results on the length of
shortest 𝜃-gentle paths, we can move to prove the corresponding results
about the sum of ‖.‖𝑠 norms of their pseudo paths.

On the sub-terrain 𝑖−1, we have:

𝑙𝑝
(

PSGP𝑖−1
(𝑢𝑖−1, 𝑢𝑖)

)

= 𝑙𝑝
(

PSGP𝑖−1
(𝑢𝑖−1, 𝑥𝑖−1)

)

+ 𝑙𝑝
(

PSGP𝑖−1
(𝑥𝑖−1, 𝑢𝑖)

)

.

(7)

On the sub-terrain 𝑖, we get:

𝑙𝑝
(

PSGP𝑖
(𝑢𝑖, 𝑢𝑖+1)

)

= 𝑙𝑝
(

PSGP𝑖
(𝑢𝑖, 𝑥𝑖)

)

+ 𝑙𝑝
(

PSGP𝑖
(𝑥𝑖, 𝑢𝑖+1)

)

. (8)

Combining Remark 5, with formulas (7) and (8), yields:

𝑙

( 𝑘
⋃

𝑖=0
SGP𝑖

(𝑢𝑖, 𝑢𝑖+1)

)

=
𝑘
∑

𝑖=0
𝑙
(

SGP𝑖
(𝑢𝑖, 𝑢𝑖+1)

)

=
𝑘
∑

𝑙𝑝
(

PSGP𝑖
(𝑢𝑖, 𝑢𝑖+1)

)

𝑖=0
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= 𝑙𝑝
(

PSGP0
(𝑢0, 𝑥0)

)

+
𝑘−1
∑

𝑖=1
𝑙𝑝
(

PSGP𝑖−1
(𝑥𝑖−1, 𝑢𝑖) ∪ PSGP𝑖

(𝑢𝑖, 𝑥𝑖)
)

+ 𝑙𝑝
(

PSGP𝑘
(𝑥𝑘, 𝑢𝑘+1)

)

Since the construction of the sequence of adjacent triangles 𝑖−1 ⋈
𝑖 from 𝑖 by adding triangles to ensure the adjacency of triangles in
𝑖−1 ⋈ 𝑖, we see that:

𝑙𝑝
(

PSGP𝑖−1
(𝑥𝑖−1, 𝑢𝑖) ∪ PSGP𝑖

(𝑢𝑖, 𝑥𝑖)
)

≥ 𝑙𝑝
(

PSGP𝑖−1⋈𝑖
(𝑥𝑖−1, 𝑥𝑖)

)

. (9)

Updating shooting points 𝑢∗𝑖 yields:

𝑙𝑝
(

PSGP𝑖−1⋈𝑖
(𝑥𝑖−1, 𝑥𝑖)

)

= 𝑙𝑝
(

PSGP𝑖−1⋈𝑖
(𝑥𝑖−1, 𝑢∗𝑖 ) ∪ PSGP𝑖−1⋈𝑖

(𝑢∗𝑖 , 𝑥𝑖)
)

. (10)

Combining (9) with (10) gives:

𝑙

( 𝑘
⋃

𝑖=0
SGP𝑖

(𝑢𝑖, 𝑢𝑖+1)

)

≥ 𝑙𝑝
(

PSGP0
(𝑢0, 𝑥0)

)

+
𝑘−1
∑

𝑖=1
𝑙𝑝
(

PSGP𝑖−1⋈𝑖
(𝑥𝑖−1, 𝑢∗𝑖 ) ∪ PSGP𝑖−1⋈𝑖

(𝑢∗𝑖 , 𝑥𝑖)
)

+ 𝑙𝑝
(

PSGP𝑘+1
(𝑥𝑘, 𝑢𝑘+1)

)

= 𝑙𝑝
(

PSGP0
(𝑢𝑛𝑒𝑥𝑡0 , 𝑥0)

)

+
𝑘−1
∑

𝑖=1
𝑙𝑝
(

PSGP𝑖−1⋈𝑖
(𝑥𝑖−1, 𝑢𝑛𝑒𝑥𝑡𝑖 ) ∪ PSGP𝑖−1⋈𝑖

(𝑢𝑛𝑒𝑥𝑡𝑖 , 𝑥𝑖)
)

+ 𝑙𝑝
(

PSGP𝑘+1
(𝑥𝑘, 𝑢𝑛𝑒𝑥𝑡𝑘+1 )

)

= 𝑙𝑝
(

PSGP0
(𝑢𝑛𝑒𝑥𝑡0 , 𝑥0)

)

+ 𝑙𝑝
(

PSGP0⋈1
(𝑥0, 𝑢𝑛𝑒𝑥𝑡1 )

)

+ 𝑙𝑝
(

PSGP0⋈1
(𝑢𝑛𝑒𝑥𝑡1 , 𝑥1)

)

+ 𝑙𝑝
(

PSGP1⋈2
(𝑥1, 𝑢𝑛𝑒𝑥𝑡2 )

)

+⋯ + 𝑙𝑝
(

PSGP𝑘−1⋈𝑘
(𝑢𝑛𝑒𝑥𝑡𝑘 , 𝑥𝑘)

)

+ 𝑙𝑝
(

PSGP𝑘+1
(𝑥𝑘, 𝑢𝑛𝑒𝑥𝑡𝑘+1 )

)

.

For 𝑖 = 0, 1,… , 𝑘,

𝑙𝑝
(

PSGP𝑖−1⋈𝑖
(𝑢𝑛𝑒𝑥𝑡𝑖 , 𝑥𝑖)

)

+ 𝑙𝑝
(

PSGP𝑖⋈𝑖+1
(𝑥𝑖, 𝑢𝑛𝑒𝑥𝑡𝑖+1 )

)

≥ 𝑙𝑝
(

SGP𝑖
(𝑢𝑖, 𝑢𝑖+1)

)

,

we obtain:

𝑙

( 𝑘
⋃

𝑖=0
SGP𝑖

(𝑢𝑖, 𝑢𝑖+1)

)

≥ 𝑙𝑝
(

PSGP𝑛𝑒𝑥𝑡
0

(𝑢𝑛𝑒𝑥𝑡0 , 𝑢𝑛𝑒𝑥𝑡1 )
)

+ 𝑙𝑝
(

PSGP𝑛𝑒𝑥𝑡
1

(𝑢𝑛𝑒𝑥𝑡1 , 𝑢𝑛𝑒𝑥𝑡2 )
)

+⋯

+ 𝑙𝑝
(

PSGP𝑛𝑒𝑥𝑡
𝑘

(𝑢𝑛𝑒𝑥𝑡𝑘 , 𝑢𝑛𝑒𝑥𝑡𝑘+1 )
)

= 𝑙

( 𝑘
⋃

𝑖=0
SGP𝑛𝑒𝑥𝑡

𝑖
(𝑢𝑛𝑒𝑥𝑡𝑖 , 𝑢𝑛𝑒𝑥𝑡𝑖+1 )

)

.

If Straightness Condition (B1–B2) does not hold at some shooting
point 𝑢𝑖 then the inequality in the formula (9) is strict. This completes
the proof. □

The proof of Theorem 1:

Proof. At 𝑗th-iterative step, suppose that Main Algorithm defines a
𝑗 ⋃𝑘
11

path 𝛾 = 𝑖=0 SGP𝑖
(𝑢𝑖, 𝑢𝑖+1). For 𝑖 = 0, 1,… , 𝑘, take 𝑥𝑖 on PSGP𝑖
(𝑢𝑖, 𝑢𝑖+1) such that 𝑥𝑖 does not coincide with 𝑢𝑖 and 𝑢𝑖+1. We get a set of
points {𝑥𝑖, 𝑖 = 0, 1,… , 𝑘} on the pseudo path 𝜒 = ∪𝑘

𝑖=0PSGP𝑖
(𝑢𝑖, 𝑢𝑖+1).

Firstly, suppose that Straightness Condition (B1–B2) in Section 4.2
does not hold at some shooting point 𝑢𝑖. If Common Edge Case for 𝑢𝑖
happens, then 𝑢𝑖 does not satisfy Straightness Condition (B1). It follows

𝑙𝑝
(

PSGP𝑖−1⋈𝑖
(𝑥𝑖−1, 𝑥𝑖)

)

< 𝑙𝑝
(

PSGP𝑖−1
(𝑥𝑖−1, 𝑢𝑖)

)

+ 𝑙𝑝
(

PSGP𝑖
(𝑢𝑖, 𝑥𝑖+1)

)

In such case, 𝑢𝑖 is updated to 𝑢𝑛𝑒𝑥𝑡𝑖 which is the intersection point of
PSGP𝑖−1⋈𝑖

(𝑥𝑖−1, 𝑥𝑖) and 𝑒𝑖.
If Non-common Edge Case for 𝑢𝑖 happens, then 𝑢𝑖 does not satisfy

Straightness Condition (B2). It follows

min{𝑙𝑝
(

PSGP𝑖−1⋈𝑖
𝑐𝑐𝑤 (𝑥𝑖−1, 𝑥𝑖)

)

, 𝑙𝑝
(

PSGP𝑖−1⋈𝑖
𝑐𝑤 (𝑥𝑖−1, 𝑥𝑖)

)

}

<𝑙𝑝
(

PSGP𝑖−1
(𝑥𝑖−1, 𝑢𝑖)

)

+ 𝑙𝑝
(

PSGP𝑖
(𝑢𝑖, 𝑥𝑖+1)

)

Let 𝑖−1 ⋈ 𝑖 ∈ {𝑖−1 ⋈ 𝑖
𝑐𝑐𝑤,𝑖−1 ⋈ 𝑖

𝑐𝑤} such that

𝑙𝑝
(

PSGP𝑖−1⋈𝑖
(𝑥𝑖−1, 𝑥𝑖)

)

= min{𝑙𝑝
(

PSGP𝑖−1⋈𝑖
𝑐𝑐𝑤 (𝑥𝑖−1, 𝑥𝑖)

)

, 𝑙𝑝
(

PSGP𝑖−1⋈𝑖
𝑐𝑤 (𝑥𝑖−1, 𝑥𝑖)

)

}.

In such case, 𝑢𝑖 is updated to 𝑢𝑛𝑒𝑥𝑡𝑖 which is the intersection point of
PSGP𝑖−1⋈𝑖

(𝑥𝑖−1, 𝑥𝑖) and 𝑒𝑖 or 𝑒′𝑖 is 𝑢∗𝑖 .
Applying Proposition 5 gives 𝑙(𝛾𝑗 𝑛𝑒𝑥𝑡) < 𝑙(𝛾𝑗 ), for 𝑗 ∈ N. Let {𝛾𝑗}𝑗∈N

be the sequence of 𝜃-gentle paths joining 𝑝 and 𝑞 which are obtained by
Main Algorithm. Then the sequence {𝑙(𝛾𝑗 )}𝑗∈N is strictly reduced and it
is then convergent. Denote 𝜎 = inf{𝑙(𝛾𝑗 ), 𝑗 ∈ N}. Since two norms ‖.‖2
and ‖.‖𝑠 are equivalent in R3, analysis similar to that in the proof of
Proposition 1.4.11 in [12] shows that the sequence {𝜒 𝑗}𝑗∈N has a sub-
sequence {𝜒 𝑗𝑛}𝑛∈N that converges uniformly to a path, denoted by 𝜒 .
Let us denote by 𝛾 a 𝜃-gentle path which is an adjusted path of 𝜒 . Since
𝑙𝑝(𝜒 𝑗𝑛 ) = 𝑙(𝛾𝑗𝑛 ), we get lim𝑛→∞ 𝑙(𝛾𝑗𝑛 ) = 𝑙(𝛾). Due to the formula defining
𝜎 and {𝛾𝑗𝑛}𝑛∈N ⊂ {𝛾𝑗}𝑗∈N, we get 𝜎 ≤ lim𝑛→∞ 𝑙(𝛾𝑗𝑛 ) = 𝑙(𝛾), i.e., 𝜎 ≤ 𝑙(𝛾).
Since 𝜒 𝑗𝑛 ⇉ 𝜒 as 𝑛 → ∞, we get 𝑙𝑝(𝜒) ≤ lim inf𝑛→∞ 𝑙𝑝(𝜒 𝑗𝑛 ). Otherwise,
𝑙𝑝(𝜒 𝑗𝑛 ) = 𝑙(𝛾𝑗𝑛 ) and 𝑙𝑝(𝜒) = 𝑙(𝛾). Then 𝑙(𝛾) ≤ 𝜎. In conclusion, 𝑙(𝛾) = 𝜎.
By Definition 5, 𝛾 is an approximate shortest 𝜃-gentle path.

The proof is complete. □
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