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Fig. 1. We use a soccer example to describe the basic idea and features of replates. (Note: the picture can never substitute for the video. Please see the supplemental materials.) Multiple instances of key players and the ball can be seen at different stages of the play. The looping animation continuously shows the entire run of the scoring player (in blue) and the nearest defending player (in orange). Other players, such as the passing player on the top right, appear briefly in only one instance with a shorter animation loop. Matching colored markers (▽) help connect the passing player with the instance of the scoring player that receives the pass. A dotted line annotates the path of the scoring player. Additional players that were involved in the play are also included. Even though the play takes 7.3 seconds to complete, the replate video is just 1.3 seconds long. The file is only 130KB, with resolution of 1280×316.

Replates are a new way to experience replays of sporting events. We use computer vision tools, such as camera tracking and background subtraction, to align all frames in the original video with regard to each other. Using this alignment, we create a single plate as it would be seen from a wide-angle static camera. Key players and events are then reinserted into this arena using an interactive tool, recovering the big picture that is typically lost due to camera panning and zoom. Replates are played in continuous loop. We allow replate authors to include multiple instances of each player, offset by regular intervals, so viewers can quickly and repeatedly inspect their favorite moments. Authors can also choose from a variety of effects that help them construct a narrative of their favourite plays. The interactive system gives immediate feedback allowing authors to adjust the rendered replates interactively. Replates take a fraction of the size of the original input video, and produce an effect reminiscent of video game reenactments of famous sporting events. The footage, however, is real.
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1 INTRODUCTION

Every four years, between the months of June and July, over 3 billion people around the world cheer for their favorite soccer teams as they compete for the World Cup. The most remarkable moments of each game will be replayed an untold number of times for generations to come, in the same manner as today’s soccer fans watch replays of games long past. This, of course, is not something particular about soccer. Fans of any sport frequently watch and exchange replays of their favorite plays. Although each sporting event is now captured from multiple angles by multiple high-definition cameras (perhaps even in 3D), surprisingly little has changed in the way replays are experienced, ever since the advent of recorded video made the replays popular and widespread.

Oftentimes, the viewer wants to focus on particular events: a fantastic dribble, the moment at which the player strikes the ball, or the ball hits the net. Unfortunately, replays typically show an entire continuous play. To see the event of interest multiple times, the viewer must repeatedly rewind and fast-forward the video to the important parts, or cut a piece of the video and play it in a loop. Neither alternative is desirable: the first is tedious, the second destroys the context in which the play took place.

To make matters worse, replays are often available from a single point of view under camera pans and zooms that reflect the intentions of the camera operator. The replay viewer may be motivated by entirely different reasons. Furthermore, replays typically focus too narrowly into a particular event. This often makes it difficult for viewers to see the big picture.

For obvious reasons, there is no way to retroactively recover information that has been discarded during editing or that was not captured at all. We can, however, take all the information that is present in the replay and significantly change the way it is structured and presented to the viewers. Better yet, we can empower authors by providing them with the tools they need to create their own narratives of how the particular play unfolded.

In this work, we introduce replates, our attempt at rethinking the way in which replays are experienced. It is based on two main ideas. Given the input video for the play (e.g., the soccer goal in figure 1), we first recreate the global arena (or plate) in which all events unfolded. Authors then use our proposed interactive system to create a new video that shows the events inserted in the plate’s reference frame. The result is a video that shows the play as seen from a static camera, thereby restoring the big picture that had been lost: the relative positioning of players on the field, the sequence of passes, the trajectory of the ball.

Replates are continuously displayed in a loop. We allow authors to include multiple instances of important animated subjects (e.g., players, balls, referees, the crowd), separated by regular intervals in time. The frequency with which each event occurs is therefore multiplied. Together, these modifications enable the viewer to quickly visualize and inspect any part of the play, at any time, in a global arena. The final effect is reminiscent of video game reenactments of famous sporting events; except the footage is real.

Since replates often include multiple instances of different subjects, unexperienced viewers may at first find it difficult to understand the timeline. We have found that the best way to start enjoying a replate is to identify where the play starts (Authors can help viewers by adding a visual aid marking the event.) Then, follow the play in its entirety at least once, by tracking the subjects in the leading role (the ball, a skater, a car, etc). Having first obtained a global understanding of how the play unfolded, most viewers can then comfortably move from subject to subject, and from instance to instance, without getting lost.
A great side-effect of replates is a significant size compression. To see this, imagine a player takes 90 frames to move from the start to the end of the play. Now assume we include 3 copies of this player in the video, each separated by 30 frames. Finally, assume we play the video in a loop. Clearly, we only need to include 30 frames in the final video. Yet, a viewer can track the continuous motion of each instance of the player across the entire duration of the play. No useful information is lost, but the new video has been compressed to a third of the original size. Replates are therefore light-weight and can be viewed over the web without requiring lengthy download times. All results we discuss are available in the supplemental materials, and can be viewed with the web-based JavaScript viewer we provide.

Finally, our software enables authors to quickly compose their own replates, and includes several tools that help them guide viewers’ attention, tailoring the final experience to their taste:

- **Variable number of instances**: Our system allows multiple copies of each subject (e.g., players) to appear in the replate while keeping them synchronized;
- **Selective slow motion**: Some of the subjects can be shown in slow motion for a part (or the entire extent of) their roles, while others remain at regular speed. The system allows the user to synchronize them to the standard speed of the play at a given point in the timeline;
- **Localized sound using the mouse or by gaze tracking**: The viewer can listen to the sound from different parts of the play by simply moving the mouse cursor over the relevant region of the replate. Alternatively, with the aid of a webcam, gaze tracking can be used;
- **Additional features and annotations**: Subjects can optionally be shown as blurred trails, have superimposed tracking markers, dotted lines indicating their paths, and varying fade-in/fade-out and opacity properties based on the importance of their role at each moment in the play.

## 2 RELATED WORK

Replates follow a recent trend in computer graphics, whereby computer vision techniques are employed to empower authors to create new experiences from pictures or videos [Thomas 2012]. The main contributions in these works are the novel ways in which the tools are combined, the user interface through which they are exposed to authors, and, most of all, the new experiences that they enable. Below, we discuss the works that are most closely related to replates.

There are many alternatives for summarizing the content in video footage. One approach is to generate a single image that summarizes motion by including the subject at different moments of the action [Assa et al. 2006; Teodosio and Bender 2005]. Video Summagator [Nguyen et al. 2012] uses a different approach: it interprets the video as a 3D volume and uses volume rendering techniques to navigate on it and extract useful still images. Annotations can also help visualize motion [Collomosse et al. 2005; Kim and Essa 2005].

Earlier work generate small videos as well (oftentimes in loops) to depict a scene or moment [Agarwala et al. 2005; Bai et al. 2012; Liao et al. 2013; Schödl et al. 2013; Tompkin et al. 2011]. These methods generally assume some form global stationarity or stochasticity in the subjects, as well as minimal overlap or interference between them. They are not suitable for the replays we target.

Joshi et al. [2012] create an experience that is intermediate between a picture and a video by locally specifying scene elements as static or dynamic. Our authoring system has a workflow that is similar to theirs. Irani et al. [1995, 1996] generate static or dynamic sequences as panorama videos but do not consider the use of multiple instances of each subject. Approaches that include multiple instances of each subject have been used before with the goal of authoring video narratives of multi-scene videos [Correa and Ma 2010], to summarize surveillance footage [Pritch et al. 2008], or to combine highlights of a videoclip into a short trailer [Caspi et al. 2006].
The experience we seek is of an entirely different nature. Replates depict events as they actually happened. The artistic freedom enabled by the special effects we offer—selective slow-motion, localized sound, and annotation extensions—are only used to emphasize real events, or to guide viewer attention towards them. Being faithful to the input replay requires the careful synchronization of all subject instances, so each of them can be seen over the entire length of the replay, merging seamlessly when the output videos are looped.

Companies as Vizrt [2014] and SportsVision [2014] offers several sophisticated visual effects to overlay information and annotations on replays. These are orthogonal to our work and could be used in conjunction with, or replacing the annotations we offer as a proof of concept.

3 PREPROCESSING

We now describe the preprocessing steps that precede the creation of a new replate. The first step of our approach is to stitch the input video frames into a consistent background plate.

Video frame registration. There is a vast number of techniques available in literature to align images or video frames, of which many are suitable for our purpose. We have found that using the automatic panorama stitching pipeline of Brown and Lowe [2007] with some modifications, mostly to remove the moving subjects, was easy to use and worked very well for this application. For feature extraction and matching, we use SURF features due to their high efficiency and quality [Bay et al. 2008]. Due to the sequential nature as well as high temporal coherence and overlap of our video frames, we only consider the two nearest neighbors for each feature during matching. Additionally, instead of selecting the image pairs with the most feature matches among all video candidates, we only consider the \( n \) frames immediately before or after the current frame (we have found that setting \( n = 5 \) works well in our experiments). Note that this simply provides a speed optimization and we still verify the matches using the probabilistic model from Brown and Lowe [2007]. Figure 2 shows an example of three aligned frames overlaid over an empty background plate. We use all the frames to generate a frame-aligned video, where all the frames are transformed based on the resulting alignment and superimposed over a blank background.

Generating the background plate. If we simply stitch the aligned frames, some of the moving subjects often get blended on the background plate (see figure 3a). To address this, we need to mask out all of the moving objects. To do so, we perform foreground detection by applying the ViBe algorithm [Barnich and Van Droogenbroeck 2011] on the frame-aligned video (for better results, we bootstrap ViBe’s cache using the average color value of each pixel location throughout the frame-aligned video). Pixels that ViBe labels as foreground are then mapped to their original image...
frames and masked out (i.e., removed from consideration for the background plate). Additionally, the replate author can optionally select static regions of the video to be masked out (e.g., the region where a digital scoreboard is overlaid by a TV broadcaster). Once these masks are determined, we stitch the unmasked regions of the remaining images by feathering, resulting in a cleaner background (see figure 3b).

**Optical flow for tracking.** Next we compute dense optical flow for all pixels on the frame-aligned video [Manao et al. 2011]. The optical flow information will soon be used for object tracking.
Fig. 5. Selection of stills for the Tennis1 and Soccer1 replates.

Fig. 6. Tracking a player in the Soccer3 example. The region of interest and the tracked path are shown in dotted red lines. On the bottom row foreground pixels are highlighted in green.

4 INTERACTIVE REPLATE DESIGN

Once the video has been processed into a single static plate, we are ready to design the replate. We next describe the details of the user interface and implementation details of the authoring system we developed for this purpose.

The user interface consists of four main panes (figure 4). The input pane shows the original video registered into the background plate. The result pane continuously loops a preview of the replate being authored. The timeline pane shows the timeline for each selected subject in the video. It is used to specify when and how subjects appear and disappear on the replate. It is parameterized by time over the input video. Finally, the control pane is used to perform seeking over the input video, add subjects to the timeline, and specify settings of each subject instance that was added to the timeline. Next, we present a detailed description of modes and settings.

4.1 Modes

Each subject added to the replate has a specified effect mode that determine how subjects are displayed. We describe them below.

Still. Stills allow the author to place a static image region from one of the video frames into the replate. For example, we may want the referees to stay still during the action since their movement often irrelevant and distracting (see figure 5). When a still region is selected from the input pane, a timeline entry is added with a vertical yellow bar indicating the frame from the input video where
Motion. This is the mode for moving subjects, such as players and the ball. The author selects the subject and the desired range of frames during which the subject should appear. For example, the scoring player in the Soccer3 example from figure 1 appears from the time he starts running until after the goal is scored. The subject appears in the timeline as a green bar representing the chosen range of frames from the input video. Note that the range may later be changed by dragging the edges of the bar. As with stills, feathering is used for compositing.

Our interface provides an object tracking tool to help user quickly select a rectangular interest region around the object and track it through the entire time range (see example in figure 6). Tracking of the interest region is accomplished by using the dense optical flow computed during preprocessing and Kalman filtering to further improve the estimate. Additionally, the interface allows for simple and fast manual editing to modify the tracked path for instances where automatic tracking based on optical flow is not appropriate (e.g., occlusion, fast moving balls, and blurred regions due to abrupt camera motions).

Trail. This mode operates just like motion, but instead of showing the moving subject, it blends faded-out versions of the subject along the its path in the replate. The result is blurred trail or streak effect (e.g., the path of the server in the Tennis1 trail replate). The author can optionally apply Laplacian smoothing to the path of the subject to achieve a more pleasant rendering.
Inpaint and Black. Oftentimes the author wants to remove an undesirable region from the final replate. We provide two different options: Inpainting the selected region of the final replate using the algorithm by Telea [2004] (e.g., the removed digital scoreboard from the television transmission in figure 4), or filling the region in black (e.g., part of the boundary of the Skating1 and Racing1 examples of figure 9). While we only experimented with these two methods, other techniques such as texture synthesis could be easily plugged into our framework.

4.2 Setting the duration

A key step in the creation of a replate is setting its final duration. In order to enable viewers to see any part of the play at any time, replates often last only about 1–2 seconds (which are played in a loop, of course). The shorter the duration, the more instances of each subject will be included. This can cause too much overlap and clutter. Thus, the author has a balance between the two extremes. This sweet spot is specific to each play. Figure 7 shows an example replate with different duration settings. In each case, the timeline for the scoring player appears below the replate. Note that the example at the top is very sparse with too much time between events. In contrast, the example at the bottom is too cluttered. The example on the middle provides a more reasonable tradeoff for this play. It is a matter of taste. (See the accompanying video for a UI demonstration.)

In the timelines shown in figure 7, the space between vertical blue lines represents the selected replate duration. These lines are updated dynamically when the user modifies the duration. The number of instances of a subject that are visible in the replate at any given time also depends on the length of the subject’s role in the play (depicted by the length of the green bar). Furthermore, authors can also change the number of instances of a subject temporally along the replate, by fading it in and out at the beginning and end of its role (i.e., beginning and end of the green bar in the timeline). In the example of the figure, the player on the top-right who passes the ball has fewer instances than the player who makes the run and scores the goal.

4.3 Settings

We now describe the different settings that can be applied to each subject or timeline entry.

Slow motion. Our system allows subjects to appear at different speeds during the replate. Although this may sound counterintuitive at first, it is in fact a powerful tool for highlighting a particular aspect of the play (e.g., slow motion to show how a player strikes a soccer ball), as well as realism (e.g., regular speed to emphasize the power of the kick). The trick is to synchronize the events happening at different speeds so they meet at a relevant moment (e.g., the time when foot hits ball). The Soccer6slow replate in the supplemental material shows a demonstration of this effect.

The interface allow the author to specify a speed factor on each timeline entry, as well as the synchronization frame between them.

The same subject can also be shown at different speeds during the play. To achieve this, we create two different timeline entries for the subject, each representing adjacent time segments in the input video, and synchronize them at the transition frame between them. The Tennis1 replate shows an example where only the player’s serve is shown in slow motion.

The result pane previews the slow motion by simple frame duplication. When saving the final replate we use optical flow to create smoother interpolated animations [Manao et al. 2011].

Markers. An upside-down triangle marker (▽) can be automatically added above a subject as it moves along in the replate (figure 8). If there are multiple instances of the subject, each instance is given a different color. The colors are consistently assigned across different subjects based on their temporal position in the timeline. An example of this is shown in the Soccer3marks replate. The color of the marker shown above an instance of the passing player matches the color of the marker.
shown above the instance of the running player that will receive that pass. This helps the viewer more easily track which instance of the player will be receiving the pass. We also allow the marker to be displayed over only of the instances (figure 1). This helps prevent clutter while still allowing easier tracking in some of the instances. See the Soccer3mark replate in the supplemental material for a demonstration.

In our current implementation, markers are baked in the output replay video frames. Since each instance of the subject uses a different marker, we lose the desirable video compression side-effect of replates. It is a simple engineering problem to design a viewer that overlays these markers instead, thereby restoring the compression.

Path lines. Our interface allows the path of any subject to be overlaid with a dotted line. This is a less obtrusive alternative to rendering subjects using the trail mode. It is useful to show important aspects of the play, such as the path of the ball in multiple soccer examples found in the supplemental material. As with markers, Laplacian smoothing is applied to path lines.

Fade-in/fade-out. Subjects can be faded in and out at different speeds at the discretion of the author. Our current interface allows three fading speed settings (5, 10, and 15 frames). Different replates in the supplemental material use different fading speed settings.

Opacity. Subjects can be drawn with different opacity settings. Lead players are normally opaque, while supporting subjects can be deemphasized with a lower opacity. This helps reduce excessive clutter on the replate. The interface provides three opacity settings. The replates in the supplemental material showcase these differences.

Z-order. Occlusion relations of different subjects can be specified. Our authoring tool associates each timeline entry to a Z-value between 0 and 80. During composition, a greater-than Z-test is used to select the order. We have preset depth values associated to the following tags: black or inpaint (70), motion (50), trail (20), and still (10). The author can then fine-tune the relative ordering by changing the Z-value of each timeline entry.

Z-subject. When multiple instances of the same subject are added to the timeline, it is possible for them to overlap one another. In that case, the author has the option to specify whether the rendering of instances from a later part of a play should appear in front or behind earlier instances.

4.4 Sound

Since the replate compresses the video into a short 1-2 second looping animation, it is not possible or even meaningful to include the original audio of the play. However, we can include snippets of the audio that have the duration of the replate and selectively play them based on viewer demand. For example, in the Bowling1 replate, a viewer may want to hear the sound of the ball striking the pins. Our video player will play that looping sound continuously whenever the mouse cursor is placed over the region of the replate where the strike occurs. The viewer can hear the sound of the
Table 1. Statistics for all of the replates in the supplemental material.

<table>
<thead>
<tr>
<th>Name</th>
<th>Resolution</th>
<th>Duration (s)</th>
<th>File size (MB)</th>
<th>Preproc</th>
<th>Postproc</th>
<th>Resolution</th>
<th>Duration (s)†</th>
<th>File size (MB)†</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soccer1A</td>
<td>1272 × 720</td>
<td>6.0</td>
<td>1.88</td>
<td>124</td>
<td>38</td>
<td>1280 × 228</td>
<td>1.3 (4.6 ×)</td>
<td>0.10 (19.5 ×)</td>
</tr>
<tr>
<td>Soccer1B</td>
<td>1280 × 720</td>
<td>3.7</td>
<td>1.05</td>
<td>64</td>
<td>34</td>
<td>1280 × 408</td>
<td>1.3 (2.8 ×)</td>
<td>0.14 (7.7 ×)</td>
</tr>
<tr>
<td>Soccer2</td>
<td>1264 × 720</td>
<td>8.9</td>
<td>2.76</td>
<td>227</td>
<td>79</td>
<td>1280 × 236</td>
<td>1.5 (5.9 ×)</td>
<td>0.11 (26.1 ×)</td>
</tr>
<tr>
<td>Soccer3</td>
<td>1264 × 720</td>
<td>7.3</td>
<td>3.17</td>
<td>197</td>
<td>52</td>
<td>1280 × 316</td>
<td>1.3 (5.6 ×)</td>
<td>0.13 (25.4 ×)</td>
</tr>
<tr>
<td>Soccer4</td>
<td>1276 × 712</td>
<td>10.8</td>
<td>4.17</td>
<td>237</td>
<td>63</td>
<td>1280 × 296</td>
<td>1.8 (6.0 ×)</td>
<td>0.13 (39.1 ×)</td>
</tr>
<tr>
<td>Soccer5</td>
<td>1220 × 720</td>
<td>4.5</td>
<td>2.17</td>
<td>83</td>
<td>38</td>
<td>1280 × 540</td>
<td>1.6 (2.8 ×)</td>
<td>0.19 (11.7 ×)</td>
</tr>
<tr>
<td>Soccer6</td>
<td>1264 × 720</td>
<td>4.6</td>
<td>2.71</td>
<td>81</td>
<td>27</td>
<td>792 × 552</td>
<td>1.8 (2.6 ×)</td>
<td>0.12 (22.1 ×)</td>
</tr>
<tr>
<td>Soccer6slow</td>
<td>1264 × 720</td>
<td>4.6</td>
<td>2.71</td>
<td>81</td>
<td>42</td>
<td>792 × 552</td>
<td>1.8 (2.6 ×)</td>
<td>0.12 (23.0 ×)</td>
</tr>
<tr>
<td>Soccer7</td>
<td>1268 × 712</td>
<td>3.3</td>
<td>1.17</td>
<td>62</td>
<td>25</td>
<td>1280 × 476</td>
<td>1.0 (3.3 ×)</td>
<td>0.11 (10.3 ×)</td>
</tr>
<tr>
<td>Soccer8</td>
<td>1272 × 720</td>
<td>3.0</td>
<td>1.30</td>
<td>64</td>
<td>24</td>
<td>1280 × 672</td>
<td>1.3 (2.3 ×)</td>
<td>0.12 (10.8 ×)</td>
</tr>
<tr>
<td>Soccer9</td>
<td>1268 × 720</td>
<td>6.4</td>
<td>2.23</td>
<td>112</td>
<td>36</td>
<td>1280 × 496</td>
<td>1.6 (4.0 ×)</td>
<td>0.14 (15.7 ×)</td>
</tr>
<tr>
<td>Tennis1</td>
<td>1280 × 720</td>
<td>6.2</td>
<td>0.90</td>
<td>134</td>
<td>25</td>
<td>860 × 472</td>
<td>2.5 (2.5 ×)</td>
<td>0.14 (6.2 ×)</td>
</tr>
<tr>
<td>Tennis1trail</td>
<td>1280 × 720</td>
<td>6.2</td>
<td>0.90</td>
<td>134</td>
<td>26</td>
<td>860 × 472</td>
<td>2.5 (2.5 ×)</td>
<td>0.14 (6.4 ×)</td>
</tr>
<tr>
<td>Tennis1slow</td>
<td>1280 × 720</td>
<td>6.2</td>
<td>0.90</td>
<td>134</td>
<td>32</td>
<td>860 × 472</td>
<td>2.5 (2.5 ×)</td>
<td>0.15 (6.0 ×)</td>
</tr>
<tr>
<td>Bowling1</td>
<td>1280 × 720</td>
<td>12.4</td>
<td>1.77</td>
<td>259</td>
<td>61</td>
<td>700 × 388</td>
<td>3.3 (3.8 ×)</td>
<td>0.15 (12.2 ×)</td>
</tr>
<tr>
<td>Racing1</td>
<td>615 × 466</td>
<td>8.7</td>
<td>0.88</td>
<td>114</td>
<td>74</td>
<td>1280 × 216</td>
<td>2.5 (3.5 ×)</td>
<td>0.07 (13.3 ×)</td>
</tr>
<tr>
<td>Skating1</td>
<td>1264 × 708</td>
<td>3.9</td>
<td>1.40</td>
<td>156</td>
<td>108</td>
<td>1280 × 268</td>
<td>1.3 (3.0 ×)</td>
<td>0.11 (12.7 ×)</td>
</tr>
<tr>
<td>Skating2</td>
<td>1264 × 720</td>
<td>6.6</td>
<td>1.61</td>
<td>133</td>
<td>43</td>
<td>1280 × 352</td>
<td>1.3 (5.1 ×)</td>
<td>0.14 (11.7 ×)</td>
</tr>
</tbody>
</table>

†Size reduction factor relative to input shown in parenthesis.

ball striking the floor after the throw by moving the mouse cursor over the bowling player. Our system allows the author to configure these sound regions, designating specific sound snippets to each of them. A default sound can also be played if the mouse cursor is outside all of those regions.

**Gaze tracking.** Finally, we can use off-the-shelf gaze tracking software to determine the region of the screen the viewer is currently looking at. We can use this information to drive the selection of the sound to be played. This provides a very intuitive way to visualize a play, since the users only repeatedly hear the sound from the part of the play they are currently looking at. The accompanying supplemental material shows an example of a head tracking session.

5 RESULTS

Table 1 shows statistics of the input videos and our resulting replates. Note that for all examples, preprocessing and postprocessing take at most a few minutes. Postprocessing includes the time for blending and slow motion computation, when needed. To achieve higher quality, postprocessing is first performed at a very high resolution and then downscaled (by approximately 2-3×) to a resolution that is suitable for most displays. The editing time for these examples is between 1-10 minutes, depending on the complexity of the replate. Since replates comprise of a very short animation loop, they have a very short video duration (a factor of 2-6× shorter than the original video). Furthermore, since they use a static background plate, they compress extremely well, most of them being around 100KB in size. As mentioned earlier, if subjects are annotated with colored markers baked into the video itself, its duration must be extended. However, this can be avoided by adding functionality to overlap the markers in the video player.

To clearly see the benefits of using replates, we refer the reader to the supplemental material. It includes all of the input videos and resulting replates, along with a description of what to look for when viewing each example. Sound and gaze tracking results are also shown. Nonetheless, we also added some snapshots of many of those replates in figure 9 to give a general idea of the different types of action plays that are suitable for this technique.
Limitations. Replates are not suitable to visualize all kinds of action plays. In many situations where the play is extremely complex, converting it into small animation loops adds too much clutter and overdraw, making it difficult to clearly follow the action. This is the case for the Soccer9 example, where there is a complex string of passes and player motions.

Oftentimes, during a replay the camera is moving extremely fast or even erratically. This gives rise to two problems. First, it may be too challenging to register the frames and create the background plate, and second, it may cause some subjects to appear completely blurred. The later is not noticeable on the original replay due to the fast moving camera, but it is clearly evident over the static background plate. This can be seen in a few of our replates, including when Pelé comes into frame to head the ball in Soccer5, and more aggressively in the players and specially the goalkeeper of the problematic Soccer9 replate. In some situations, we can simply omit that portion of the subject’s animation by shortening its role in the timeline. Ideally, if a sporting event is being videotaped with the objective of generating replates, a wide angle high-resolution (e.g., Ultra HD) static camera can be placed facing where most of the interesting action occurs. This avoids all problems related to registration.

5.1 User study

In order to evaluate viewers’ reactions to replates, we conducted a small user study. Participants were 29 predominantly male graduate and undergraduate student volunteers.

The first part of the study considers the hypotheses that replates improve viewers’ global understanding of a play and enable quick access to events of interest. Participants were exposed, in randomized order, to the original footage for a soccer replay, as well as a replate based on the same footage. They were then asked to rate their agreement with the following statements concerning each stimulus, in a scale between 1 and 5:

- I can quickly inspect any given part of the play
  - Q0. Replate;
- I have a clear global understanding of the entire play
  - Q2. Replate;

The second part of the study evaluates the selective slow-motion effect. Participants were exposed to three different stimuli, in randomized order, based on a soccer replate involving a pass and a kick that leads to a goal: A real-time replate, a slow-motion replate, and a selective slow-motion replate in which only the kick happens in slow-motion. Subjects were then asked to rate their agreement with the following statements concerning each stimulus, in a scale between 1 and 5:

- I can see the kick in detail
  - Q4. Slow-motion replate;
  - Q5. Real-time replate;
- This video takes too long
  - Q7. Slow-motion replate;
  - Q8. Real-time replate;

Results are given in tables 2–4. Self-reported ability to inspect any part of the play and grasp the big picture are higher for replate than for a traditional replay ($p = 0.003$ and $p < 0.001$, respectively). Selective slow-motion is better at allowing users to clearly see the kick than a real-time replate ($p = 0.046$), while at the same time keeping the viewers’ interest better than the slow-motion replate.
(p < 0.001). The remaining (negative) results were expected, since the slow-motion replay includes at least as much detail as the selective slow-motion replate, and the real-time replate is as long as the selective slow-motion replate.

6 CONCLUSION

This paper introduces the replate, a new approach to visualize sports action plays. It presents a processing pipeline and interactive editing tool to generate replates using videotaped footage from a variety of sporting events. By placing all of the important subjects in short looping animations over a static background, replates allow viewers to quickly analyze and inspect any moment of the play. We present several new features that allow the author to better convey the key aspects of the play, including selective slow motion, variable number of subject instances, localized sound, and annotations. Due to their effectiveness and small duration and memory footprint, we hope that replates will become a popular means of showing action plays in different platforms, particularly in web news outlets and on television (e.g., for analysis during intermissions of sporting events).
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Fig. 9. Snapshots of several of the replates available in the supplemental material.


