On the Networking Challenges of Mobile Augmented Reality
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ABSTRACT

In this paper, we conduct a reality check for Augmented Reality (AR) on mobile devices. We dissect and measure the cloud-offloading feature for computation-intensive visual tasks of two popular commercial AR systems. Our key finding is that their cloud-based recognition is still not mature and not optimized for latency, data usage and energy consumption. In order to identify the opportunities for further improving the Quality of Experience (QoE) for mobile AR, we break down the end-to-end latency of the pipeline for typical cloud-based mobile AR and pinpoint the dominating components in the critical path.
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1 INTRODUCTION

Augmented Reality (AR) has recently drawn tremendous attention from both the industry and the research community, due to the advances on AR devices and platforms (e.g., Google Glass\(^1\), Google Tango platform\(^2\), and Microsoft HoloLens\(^3\)). A typical AR system recognizes nearby objects and augments them with content (either real or virtual). When running on mobile devices, such as smartphones, an AR application takes the camera feed as the input and locates objects of interest in the current view using computer vision technologies [1, 7]. The key challenge of enabling AR on mobile devices, that needs no prior knowledge of a user’s environment, is the heavy computation demands of recognizing surrounding objects for augmentation. Another issue is the ability of recognizing a large number of objects, which usually requires the storage of large datasets and may not be feasible on mobile devices.

Cloud offloading is a promising technology to fill the gap between the insufficient mobile processing capability and the high computation demands of AR applications. A cloud-based AR system offloads certain visual tasks (e.g., feature extraction and object recognition) to the cloud [4]. While it addresses the computation issue, it introduces extra latency which may render the Quality of Experience (QoE) unsatisfactory. For a 30 frame-per-second (FPS) camera feeding rate, the frame interval is around 33 ms. Thus, ideally the cloud should return the recognition results within that interval, especially for continuous recognition [1] which does not require a user to pause the camera at an object for seconds. Otherwise, the results may be stale.

In this paper, we attempt to answer the question whether it is feasible to enable cloud-based mobile AR with acceptable QoE? We investigate carefully and systematically the cloud recognition procedure of a few existing commercial AR systems and measure their performance (Section 3). The metrics we are interested in are end-to-end latency, data usage and energy consumption on mobile devices. Our key finding is that they are still in the very early stage. For example, the end-to-end latency of two systems under consideration...
is longer than 1 second. To better understand the performance bottleneck, we then break down the latency of the typical AR pipeline via our prototype implementation and pinpoint the dominating visual tasks (Section 4). The latency lower bound is around 250ms, which means there is a room for further improvements. We also discuss the opportunities to optimize the performance and QoE of mobile AR systems by thoroughly exploring the design space (Section 5). For example, one possible improvement is to leverage technologies such as GPU to further push the limit of AR latency.

2 BACKGROUND

In this section, we first analyze the pipeline of typical mobile AR systems and existing cloud offloading scenarios. We then present several use cases of mobile AR, such as entertainment and training.

2.1 Mobile AR Pipeline

We draw the pipeline of typical mobile AR systems in Figure 1. The first step is object detection, which recognizes targets in the view of a phone’s camera by checking the existence of targets and finding the regions of interest (ROI) corresponding to the target. For each ROI, the next step is to apply feature extraction to extract feature points from it. The final step is to utilize object recognition to identify the original image stored in a database corresponding to target.

With the original image and the current frame, template matching verifies the result of object recognition as well as calculates the poses of targets, which are used as the initial input to object tracking. The goal of a tracker is to avoid object recognition for every frame. After the target is recognized, the identified original image determines the content associated with the target. Finally, annotation rendering will render the associated content to augment the recognized target. In Figure 1, we color different tasks according to their computation demands (the darker, the heavier), in terms of the time taken to complete a task on either a mobile device or a cloud server. For example, object recognition may take much more time than feature extraction (as we will show in Section 4).

Computation power and battery life are still restricting the performance of the current generation of mobile devices. To avoid heavy computation on them, AR systems can offload a set of the tasks mentioned above to the cloud. We use the blue and red lines to mark two existing common cloud offloading scenarios, by separating the tasks that will be executed on mobile devices and cloud servers. Scenario 1 (blue solid line) sends camera frames to the cloud for tasks starting from object detection [7]; whereas Scenario 2 (red dotted line) performs object detection and feature extraction on mobile devices and uploads the feature points to the cloud for object recognition [8]. Moreover, mobile devices can first run all the tasks locally and try to recognize the target with a small database. If object recognition fails, they can leverage the above two schemes to rescue and offload part of the tasks to the cloud with a large database.

2.2 Use Cases

In this section, we explain the use cases of mobile AR, including entertainment, training, driving, communication and healthcare.

Entertainment. The most popular use case of AR may be entertainment. There are numerous games leveraging AR technology. The most famous one is Pokemon Go, which is a location-based augmented reality game released in July 2016. Using the GPS on mobile devices, players can locate, train, capture, and battle the so-called Pokemon (i.e., virtual creatures), which appears on the screen as if it was in the same real-world location as the player. The player may throw a Poke Ball to capture that Pokemon.

Training. AR has also been widely used in education and training. The assembly tasks of aircrafts are known to be complicated, where mistakes from erroneously installing in the wrong order can be costly. To reduce costs and boost efficiencies, Boeing has been actively exploring augmented reality to train workers with complex and changing manufacturing requirements [9]. According to the study from Boeing, compared to the traditional training, the AR-trained workers are more willing to accept quickly the instructions.

Driving. Another emerging use case of AR is related to the safety of driving, for example, enhancing the dashboard and windscreen of vehicles. Toyota is developing a system to display readings from speed and steering-angle sensors on the windscreen in real time [18]. It employs an interior camera to track the view of a driver and a front-mounted camera to recognize the lane markings. As vehicles move, the system displays an image showing where the boundaries of the vehicle are within a lane. This real-time positioning information can greatly improve driving safety.

Communication. AR enables efficient collaborative communication among users from geo-separated sites. Holoportation [11] can capture, compress and transmit in real time high-quality 3D models of people to anywhere in the world. The models are then reconstructed and displayed by HoloLens. In order to make the system truly mobile, the recently enhanced Holoportation significantly reduces its bandwidth requirements by 97% (to 30–50 Mbps), and at the same time maintains good quality.

Healthcare. Healthcare is probably one of the most practical AR applications, as AR can significantly improve the quality of treatment that healthcare providers offer to their patients. On average pharmacists may fill up to 150 prescriptions per day and pharmaceutical mistakes can happen due to unfamiliarity with dosage, drug names, pill appearance, etc. AR apps can guide pharmacists to fill prescriptions quickly without any errors [10]. Moreover, by showing nearby defibrillator, AR can save the life of a person under heart attack.

3 STATE-OF-THE-ART CLOUD AR

In this section, we first review the cloud offloading initiatives for AR in the research community. We then investigate a few commercial AR Software Development Kits (SDKs) that provide cloud-offloading features.

3.1 Research Initiatives

We can divide existing research projects into two categories: non-continuous and continuous AR. For the non-continuous case, mobile devices cannot move before the results are returned by the cloud.
of the camera, which is compressed as a JPEG file in gray-scale with a resolution of 640×360 (the resolution of the camera feed is 1920×1080). The response includes the recognized image saved in the cloud database. It is also compressed as a JPEG file in gray-scale with a width of 320, while the height varies between different images. After receiving the recognized image, the Android app applies feature extraction and template matching to identify the pose of the target within the current frame. When we conducted this study, SDK-V did not provide the cloud storage for annotation content and thus we packed the content into the Android application.

Similarly, we plot the cloud recognition of SDK-H in Figure 2b, which employs two HTTPS sessions and one HTTP session. The request of the first HTTPS session contains a camera frame, which is compressed as a JPEG file in color with a resolution of 640×360 (the same as SDK-V). Its response includes the URL of the original image, the key to the corresponding feature-point set in a server database, and the name of an annotation content file. The second HTTPS session requests the feature-point set. Compared to SDK-V, the feature extraction step is skipped on the client. SDK-H applies template matching to find the pose of the target in the view of current frame. Finally, the last HTTP session requests the annotation content to be rendered on mobile devices.

We also investigated a third SDK, SDK-W, which does not provide a free-trial license for developers. Thus, we obtained the information presented below from its API documentation. The cloud recognition of SDK-W is similar to SDK-V, which finishes within one HTTPS session. The request body contains a camera frame, and the response includes the original image of the recognized target in the view of the camera.

3.3 Measurement Study

In this section, we evaluate the performance of SDK-V and SDK-H, by measuring the data usage, latency and energy consumption. As Overlay [7], VisualPrint [8] and Glimpse [1] are not open sourced yet, we cannot evaluate their performance at this moment.

The experimental procedure is as follows. We collect 100 movie posters online, upload them to the cloud servers of both SDK-V and SDK-H, and bind the image database with the corresponding apps. We then generate 20 image recognition requests for each of the apps from a Galaxy Note 4 phone via its WiFi interface. They all can be recognized correctly by both apps. The end-to-end latency is defined as the time between the camera frame acquisition and the rendering of results. We capture packet traces on the proxy to measure the data usage for both uplink and downlink. We use the Monsoon power monitor to measure the energy consumption during the recognition procedure on mobile devices.

We show the experimental results in Table 1. SDK-V requires less bandwidth than SDK-H due to the following reasons. First, SDK-V uses images in gray-scale to reduce the uplink traffic. Second, the feature-point set returned by SDK-H is not optimized for network transfer and has a much larger size than the source image. The average size of these 20 original images is around 73.56 KB.

The end-to-end latency of SDK-V is lower than SDK-H, but they are both much higher than the 33 ms frame interval for 30 FPS. The cloud recognition of SDK-H is slower than SDK-V due to mainly two
Table 1: Experimental results of the performance evaluation for SDK-V and SDK-H’s cloud recognition service. For SDK-H, the results include only the two HTTPS sessions to make the comparison fair. The value after ± is the standard deviation.

<table>
<thead>
<tr>
<th></th>
<th>Uplink Traffic Content Size (KB)</th>
<th>Downlink Traffic Content Size (KB)</th>
<th>Latency (s)</th>
<th>Energy Usage (mAh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDK-V</td>
<td>Image 16.28 ± 1.99</td>
<td>Image 33.45 ± 8.24</td>
<td>1.410 ± 0.14</td>
<td>0.454 ± 0.04</td>
</tr>
<tr>
<td>SDK-H</td>
<td>Image 26.59 ± 2.59</td>
<td>Features 159.9 ± 54.9</td>
<td>19.32 ± 5.28</td>
<td>7.911 ± 2.11</td>
</tr>
</tbody>
</table>

4 END-TO-END LATENCY BREAKDOWN

In this section, we measure the time taken for each task listed in Figure 1, using our prototype implementation of a cloud-based mobile AR system.

4.1 Prototype Implementation

We implement most of the functions with OpenCV\(^7\). The client is an Android App running on a Xiaomi Mi5 phone. We develop the server-side program in C++ and run it on a Google Cloud VM instance (8 vCPUs @ 2.5GHz and 32GB memory). The VM is located in Taiwan, not far away from where we run the experiments (in Hong Kong). Before presenting the measurement results, we first describe the implementation details of each task, although we have briefly introduced their functionality in Section 2.1.

Frame Preprocessing shrinks the size of a camera frame, by downscaling it from the 1920x1080 resolution to 480x270, then converting it from YUV color space to gray-scale, and finally encoding it into a JPEG file.

\(^7\)http://opencv.org/
We assume the network latency is 50 ms. Among these tasks, we find that even if we offload feature extraction and object recognition to cloud, they still dominate the end-to-end latency. Feature extraction with the ORB [14] feature detector and descriptor takes 131ms on a high-end smartphone, which is almost three times as much as for the cloud.

Template matching on the cloud saves a lot of time compared to on mobile devices, as we can see from Table 2 (9.22 vs. 143.1ms). When it is done on the cloud, the server needs to transfer only simple pose data of the target after calculation, instead of the original image. However, as the calculated pose on the server is the one before the recognition request, this pose may be outdated due to the offloading latency. Another issue of transferring only object pose information is that tracking failure on the client becomes unrecoverable (without the original image). As described in Section 3.2, both SDK-V and SDK-H choose to perform template matching on the client for better robustness.

We also measure the network latency under various conditions. The results range from tens of milliseconds to a few hundred milliseconds. The lowest latency we can achieve on a local LTE testbed is around 14ms. After adding the network delay, the end-to-end latency of our cloud-based mobile AR system is at least 244ms.

To visualize the dominating factors of the end-to-end latency, we plot a pie chart in Figure 3 which shows the percentage of each task. We assume the network latency is 50 ms. Among these tasks, we offload object detection, feature extraction, object recognition and template matching to the cloud. This figure clearly demonstrates that even if we offload feature extraction and object recognition to the cloud, they still dominate the end-to-end latency.

**Takeaway:** The latency of cloud mobile AR is still much higher than the 33 ms normal frame interval for 30 FPS. It is mainly dominated by the object recognition. Although it is challenging, there is plenty of room to optimize the performance and quality of experience for mobile AR.

5 DISCUSSION

In this section, we discuss the opportunities to optimize the performance and QoE of mobile AR.

5.1 What to Offload?

As mentioned in Section 2.1, we can offload the tasks starting from either object detection (i.e., sending images) or object recognition (i.e., sending feature points) to the cloud. There are pros and cons of each approach.

Two options exist when sending images to the cloud: video streams (e.g., H.264) or individual images. Besides the intra-frame compression that is utilized by images, video streams also leverage inter-frame compression. Thus, they can provide better frame quality than individual images under the same data usage and improve the recognition accuracy. However, sending video streams requires buffering frames on mobile devices for encoding, which will add extra latency. There are also two options when sending feature points to the cloud, either the raw feature points or their fingerprints. The issue with raw feature points is that their size may be much larger than the image itself [8]. The challenge of sending fingerprints (as in VisualPrint [8]) is that generating these fingerprints from feature points is also computationally intensive, which may consume more energy and probably add extra latency.

Based on the above discussion, there is clearly a trade-off between latency, data usage, energy consumption and recognition accuracy. For example, sending images may lead to a higher data usage with a lower latency, whereas sending fingerprints of features may save data usage but increase the end-to-end latency.

5.2 Where to Offload?

There are multiple places where we can offload the object recognition task to, the remote cloud, the edge cloud [2, 4], and nearby devices. The first two have more computation power. The main difference between them is the network latency they introduce. Since the edge cloud is geographically closer to mobile devices, users would experience a lower overall latency. However, it may require architectural changes to the cellular access and core networks. As proposed in Serendipity [15], it is also possible to offload computation tasks to nearby devices. The challenge here is to guarantee the latency requirements for AR systems.

5.3 What Protocol to Use?

For cloud-based object recognition, network transfer influences both the end-to-end latency and system reliability. SDK-V and
SDK-H use HTTPS over TCP/IP to maintain a reliable and secure connection. The problem with a TCP-based scheme is the latency overhead introduced by its handshake mechanism. We can also employ UDP-based protocols, such as RTP (Real-time Transport Protocol) and QUIC (Quick UDP Internet Connections). They aim at providing lower transmission latency, which is still an important factor affecting the performance of mobile AR systems.

5.4 Push the Limit of AR Latency

From the above discussion, object recognition should be offloaded to the cloud. However, executing these tasks on commercial servers is still computationally intensive. As we can see from Table 2, the time taken by these tasks is more than 150ms. This server processing time is the dominating part of the overall latency incurred with cloud-based AR. While these computer vision tasks are slow with CPU, utilizing GPU could significantly speed up these visual tasks. We can implement the entire image recognition pipeline on GPU to achieve a much lower execution latency.

6 RELATED WORK

In this section, we briefly review existing work on mobile augmented reality and image search.

Augmented Reality. There is a plethora of work on enabling AR on mobile devices. Gammeter et al. [3] introduce a landmark recognition system which utilizes mobile clients for object tracking and servers for object recognition. The client-side tracking leverages sensing data to reset the visual tracking when necessary. Nestor [5] is a mobile system to recognize and estimate 6DOF pose of planar shapes. It applies recursive tracking to achieve interactive frame rate. Wagner et al. [17] enhances several feature extraction algorithms and makes them suitable for mobile platforms. Augmented Vehicular Reality (AVR) [12] is a system to improve the visibility of autonomous vehicles, by sharing visual information among neighboring vehicles and thus broadening the horizon of autonomous driving cars.

Image Recognition has been a key component of mobile augmented reality. CrowdSearch [19] is a crowdsourcing based system that combines cloud-based image search and real-time human validation via the Amazon Mechanical Turk. ThirdEye [13] is a smart glasses based system to track the physical browsing behaviors of customers in retail stores. When a user is gazing at an item, ThirdEye triggers an image search to an online service to identify the item. Gabriel [4] is another system that leverages Google Glass to assist users with their cognitive abilities. To reduce the end-to-end latency, it employs mobile edge computing for image recognition.

The above work focuses on enhancing or optimizing the performance of specific functions for mobile AR. Our work improves the understanding of commercial AR SDKs and the latency related to each component in a work-flow of typical cloud-based AR systems.

7 CONCLUSION

In this paper, we take a bird’s-eye view of cloud-based mobile AR systems, by analyzing their typical pipeline, investigating the cloud-offloading features of several commercial SDKs, and measuring the time consumed by each component in the pipeline on both mobile devices and servers. We also offer practical suggestions and discuss potential opportunities to improve the QoE, especially the end-to-end latency, for mobile AR systems. We are currently building such a system by exploring the trade-offs between latency, data usage, energy consumption and recognition accuracy.
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