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Fig. 15. Throughput of a flow in the presence of reconfigurations.

Fig. 16. Average bisection bandwidth of OSA with a static topology.

OSA achieves more than 40% of the nonblocking network’s bi-
section bandwidth. Since all the paths are 1 or 2 hops long, even
the randomly selected topology performs satisfactorily.
For different values, we find that the performance of OSA

on the static topology is lower than that on the dynamic topology
by 10%–40%. This is because the topology is not optimized
for the current traffic pattern. We expect that on a larger net-
work where OSA topology is sparse (e.g., the one we used
in Section V), this performance gap will become more pro-
nounced, highlighting the need for a dynamically optimized net-
work for better performance.

E. Bulk Data Transfer

We study how the network reconfiguration and multihop
routing affect the bulk data transfer, i.e., elephant flows.
Impact of Network Reconfiguration: We periodically re-

configure the network and observe the completion time of
transferring a chunk of data (a 100-MB file transferred using
scp) during the reconfiguration events. We present the mean
value of 100 trials. Fig. 17 shows our results and the baseline
performance where no reconfiguration takes place. The stability
time is defined as the lifetime for a single static topology, after
which the network is reconfigured. We notice that the comple-
tion time increases in the presence of reconfigurations. After
analyzing the network trace using tcpdump, we observed that
the round-trip time (RTT) and accordingly the initial retrans-
mission time out (RTO) values in data centers are very small
(submillisecond level), while network reconfiguration requires
tens of milliseconds. As a consequence, each reconfiguration
almost always triggers RTO events, after which TCP waits for

Fig. 17. Impact of topology reconfiguration on bulk data transfer.

Fig. 18. Impact of multihop routing on bulk data transfer.

200 ms (Linux default RTO value) before the next retrans-
mission, thereby degrading throughput and increasing latency.
Recent work [29]–[31] has pointed out TCP’s RTO issues in
data centers and proposed to reduce it to the microsecond level
by employing fine-grained timers. We expect TCP’s perfor-
mance in OSA under network reconfiguration to significantly
improve once these changes are adopted. We also note from the
figure that the completion time decreases as the stability time
increases—larger stability period results in fewer network state
changes and thus fewer RTO events during the course of data
transfer.
Impact of Multihop Routing: Our prototype topology is a

low-diameter network due to an 8-node 4-regular graph. In order
to evaluate the impact of multihop routing on bulk data transfer,
we rearrange our eight ToRs in a line topology with a larger
diameter. In Fig. 18, we measure the completion time of data
transfer (transferring a 100-MB file using scp) with increased
hops. Specifically, we consider two cases: 1) the network is free
of background traffic; 2) all the links are saturated by back-
ground elephant TCP flows. From the figure, we find that in both
cases the completion time is relatively consistent regardless of
the number of hops. These results imply that the influence of
multihop O-E-O conversion during data transfer on our testbed
is small, which is coherent with our observation in Section VI-C.
We also observe a nearly constant gap between the two curves,
which is due to the different link utilization in the two cases.

F. Mice Flow Transfer

After inspecting the performance of bulk data transfer, we
further check the impact of multihop routing on transferring
mice flows. For this purpose, we use ping to emulate latency
sensitive flows and evaluate its performance with and without
background traffic as above. Fig. 19 shows the average RTT of
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Fig. 19. Impact of multihop routing on simulated mice flows.

Fig. 20. Potentially affected mice flows during network reconfiguration.

100 ping packets with varying path lengths. As expected, the
RTT increases with more hops: 1 ms without background traffic
and 2 ms with full background traffic, respectively, after 7 hops.
These results suggest that the hop-by-hop stitching of optical
links is a feasible approach to provide the overall connectivity.
We note that network reconfiguration may have nontrivial im-
pact on the latency-sensitive flows transfer since it happens on
the order of 10 ms. We further discuss options to handle such
issues in Section VII.

VII. DISCUSSION AND RELATED WORK

A. Mice Flow During Reconfiguration

OSA ensures that all the ToRs are in a connected graph and
uses the hop-by-hop stitching of existing circuits to provide
overall network connectivity. However, during the network re-
configuration, a pair of ToRs may be temporarily disconnected
for around 10 ms. While this can be largely tolerated by la-
tency-insensitive applications such as Mapreduce or Dryad, it
would affect those operating with latency-sensitive mice flows
like Dynamo [32].
In Fig. 20, we estimate, in the worst case, how many mice

flows (in terms of flow count and size) can be potentially af-
fected due to the reconfiguration. We use the production data
center traffic from Section V-A and use 10 MB to differentiate
the elephant flows from the small ones. We find that for this par-
ticular dataset, when the stability time varies from 9 to 2 s, there
are 1% to 4.5% of the mice flows that can be affected during the
reconfigurations. This implies that as the network experiences

more frequent reconfigurations, a larger fraction of mice flows
may get affected.We next discuss two possible options to handle
this issue.
Our basic idea is to reserve a static, connected channel in

OSA network. To do so, we can reserve a small number of
wavelengths and MEMS/WSS ports that are never reconfig-
ured, and mice flows are sent over them. Such a channel can
be simply a spanning tree or other connected topologies. Given
the topology of the channel is controlled by the MEMS, we can
arrange it in a low-diameter manner so that the transmission of
mice flows is optimized. However, this approach consumes ex-
pensive MEMS/WSS ports, which otherwise can be better uti-
lized for other applications or at stable time.
An alternative approach to building the channel without using

MEMS/WSS ports is directly connecting all the ToRs together
to form a ring or a star network. For the ring, we can reserve two
ports on each ToR and directly connect them iteratively. In case
of OSA-2560 with 80 ToRs, the diameter is 40 hops. To reduce
the path length, it is possible to reserve more ports on each ToR
and connect them structurally using DHT techniques [33], e.g.,
the diameter is expected to be 3–4 hops with high probability
for 80 ToRs if we reserve four ports on each ToR. Another op-
tion is to employ one additional central electrical switch—each
ToR uses one port to connect to the central switch. Note that, in
Helios or c-Through, the electrical switches (usually forming a
tree or even a multiroot tree) are used for overall connectivity
among all the Pods/ToRs. In OSA, the all-to-all connectivity is
maintained by optical components. A comprehensive evaluation
and comparison of these solutions is part of our ongoing work.

B. OSA Applicability Versus Traffic Properties

For the all-to-all traffic, the nonoversubscribed network
is indeed more appreciated. However, such workloads are
neither reflected in our dataset nor in the measurements else-
where [2], [15], [28]. Our flexible OSA architecture would
work best when the traffic pattern is skewed and stable on the
order of seconds. It has been noted in [5] over the measurements
of a 1500-server production DCN that “only a few ToRs are
hot and most of their traffic goes to a few other ToRs.” Another
study [2], also on a 1500-server production DCN, shows that
more than 90% of bytes are in elephant flows. Regarding the
traffic stability, a similarly sized study [34] shows that 60%
of ToR-pairs see less than 20% change in traffic demands for
between 1.6 to 2.2 s on average. Despite these, we expect that
OSA may exhibit undesirable performance degradation if the
traffic pattern is highly dynamic, in which case any topology
adaptation mechanism may be unsuitable as the situation
changes instantaneously. In practice, the infrastructure man-
ager should choose the proper sensitivity of OSA according to
the operational considerations.

C. Scalability

The current OSA design focuses on the container-size DCNs.
To scale, we may confront several challenges. The first one is
the MEMS’s port density. While the 1000-port MEMS is theo-
retically feasible, the largest MEMS as of today has 320 ports.
One natural way to increase the port density is via intercon-
necting multiple small MEMS switches. However, this poses
additional requirement for fast, coordinated circuit switching.
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Second, larger network size necessitates more control and man-
agement overhead. In our OSA-2560 with 80 ToRs, all the intel-
ligences, e.g., the network optimization and routing, are handled
by the OSAmanager. How to handle such tasks in a larger DCN
with thousands of ToRs is an open question especially when
the network environment is dynamic. Furthermore, circuit visit
delay [14] is another issue to notice when scaling. We are con-
sidering all these challenges in our continuous effort designing
a scalable optical DCN.

D. Closely Related Work

OSA’s design goals are closely related to those of
c-Through [14] and Helios [11]. In both approaches, flows
requiring high bandwidth are dynamically provisioned on
optical circuits, while a parallel electrical network is used to
provide overall connectivity. OSA differs from these prior
proposals in its degree of flexibility and its architecture. Both
Helios and c-Through achieve some topology flexibility via
a limited number of single-hop optical links. In their optical
parts, one ToR only connects to one other ToR at a time. While
it can connect to different ToRs at different time, the switching
latency would be around 10 ms. On the contrary, in OSA, one
ToR can connect to multiple ToRs simultaneously at a time,
and multihop connection exists between any pair of remote
ToRs through the hop-by-hop circuit stitching. Furthermore,
OSA allows the link capacities to be adjusted on the fly. Unlike
these existing hybrid architectures, OSA avoids using electrical
components other than the ToR switches.
OSA is more comparable to c-Through than Helios because

its current target is interrack DCNs with a few thousand servers,
unlike Helios’ intercontainer mega-DCN scale. Qualitatively,
OSA provides more flexibility than either Helios or c-Through
and is able to serve a larger space of skewed traffic demandswith
performance similar to that of the nonblocking network. We
present a coarse quantitative comparison to an abstract hybrid
architecture model in Section V, showing that OSA achieves
significantly higher bisection bandwidth.
Recently, Kandula et al. [5], [15] proposed to dynamically

configure 60-GHz short-distance multi-Gigabit wireless links
between ToRs to provide additional bandwidth for hotspots.
Optical and wireless interconnects provide different tradeoffs.
For example, wired optical interconnects can deliver much
more bandwidth at lower power consumption over long dis-
tance, while the wireless has lower costs and is easier to deploy
though the management and interference are challenging issues
to deal with.

VIII. CONCLUSION

In this paper, we have presented OSA, a novel Optical
Switching Architecture for DCNs. OSA is highly flexible
because it can adapt its topology as well as link capacities to
different traffic patterns. We have evaluated OSA via extensive
simulations and prototype implementation. Our results suggest
that OSA can deliver high bisection bandwidth (60%–100% of
the nonblocking network) for a series of traffic patterns. Our
implementation and evaluation with the OSA prototype further
demonstrate its feasibility.
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