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Abstract—In 3D urban environments, features of interest (FOIs) are often occluded by clusters of buildings, which prevent a clear

overview of important spatial features. State-of-the-art disocclusion methods for urban environments fall short of preserving cityscape

appearance or require time-consuming computation. These methods use only one or two operators for disocclusion and might not

strike a good balance between disocclusion and distortion control. We present a novel, automatic method enabling interactive

context-aware visualization of urban features of interest, which combines four effective disocclusion operators including viewpoint

elevation, road shifting, building scaling, and building displacement to disocclude the features of interest. Our method provides an

optimum compromise among the disocclusion operators via an efficient constrained optimization and the post-polishing phrases, which

minimizes the distortions while enforcing the visibility of the FOIs. The 3D views generated at interactive frame rates ensure a

resemblance in the cityscape appearance to its original ones and provide a good overview of the FOIs. The experiments with real

data demonstrate that our method can greatly facilitate tasks such as navigation, wayfinding, and information overlay.

Index Terms—Occlusion reduction, context-aware visualization, interactive visualization, display algorithms, map generalization

Ç

1 INTRODUCTION

THE development of high-quality urban maps has been
an enduring research goal in the cartography, computer

graphics, and visualization communities. Recently, 3D city
maps become common in digital media, which have
enabled a host of important applications including naviga-
tion, wayfinding, tour guidance, games, and urban plan-
ning. Compared with conventional 2D maps, 3D maps have
a distinctive advantage that the realistic presentation ena-
bles the users to recognize the surroundings in the real
world [1], [2]. Therefore, this type of map requires less cog-
nition effort: When entering unfamiliar environment, the
users are able to, and tend to, orientate them by using land-
marks as aids that are detailedly illustrated in the 3D
maps [3], [4]. Moreover, a 3D map is more aesthetically
appealing, especially for young and females [3], [4]. It is fun
to use and offers more enjoyment to a tourist.

In the applications, the users focus primarily on features of
interest (FOIs). In 3D maps, however, the FOIs are often
occluded by clustered buildings. For example, when the
travel route is found occluded, the users have to interact
with the system to trace the route, which distracts them
from their real tasks, such as orientation, driving, and tour
planing. Although the 2D maps can provide an overview of

the FOIs, they do not provide the realism of the 3D environ-
ments. The transparency rendering [5] and cutaway illustra-
tion [6] may be used for disocclusion, but they have a
difficulty in managing the challenging occlusion caused by
multiple layers of occluders.

Automatic generation of 3D urban views that disocclude
FOIs while preserving the original layout of the environ-
ment is a challenging issue. In downtown areas, the viewing
problem becomes rather difficult when the FOIs are
occluded by surrounding clusters of tall buildings. To
address the problem, the deformation methods [7], [8], [9]
and camera models [10] have been proposed for urban
areas. Deformation methods clear the line of sight (LOS)
through deformation of the occluders and the surroundings.
Camera models curve the rays so that the LOSs can circum-
vent the occluders. These methods aim to force the LOSs to
reach the FOIs without being blocked, therefore providing
3D occlusion-alleviated views. However, some of the views
[7], [10] cannot guarantee the resemblance to the original
environments which is desired in certain applications. The
optimization method of [9] better preserves the resemblance
but is limited to provide good system interactivity due to
the high computational load involved in the optimization.
Moreover, all of these methods rely on a single disocclusion
operator or a combination of two operators. Nevertheless,
when coping with serious occlusions, relying on one or two
disocclusion operators has a difficulty in finding a good bal-
ance between the FOI visibility and environment distortion.

In this paper, we present a novel interactive visualization
method for 3D urban environments, which adopts four opti-
mized disocclusion operators to disocclude the FOIs while
maximally preserving the original cityscape appearance
(see Fig. 1). We evaluate the presented technique on real 3D
urban models for various tasks like navigation, wayfinding,
and information overlay. Overall, our work provides the
following key contributions:
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1) An efÞcient optimization method for disocclusion of FOIs
in cityscapes: We propose a constrained optimization
minimizing the energy that measures spatial and
temporal incoherence in linear least-squares forms,
which not only results in well-performing disoc-
cluion but also allows the solver to use precomputa-
tion to gain speedup. To the best of our knowledge,
it is the first global optimization method for disocclu-
sion that works at interactive frame rates.

2) A multi-operator disocclusion that minimizes distortions
in 3D urban environments: We combine the view-
point elevation, road shifting, building scaling,
and building displacement to integrate their merits
in the disocclusion. Via the optimization, the four
operators complement the strengths of each other
to manage challenging occlusions while maintain-
ing low distortions.

3) An automatic disocclusion operator of viewpoint eleva-
tion: Noting that the users tend to elevate the view-
point when encountering occlusion in the navigation
[3] and that the viewpoint elevation is free of intro-
ducing distortion in contrast to the other warping-
based operators, we achieve the automatic viewpoint
elevation adaptive to the current occlusion.

2 RELATED WORK

Occlusion alleviation. Techniques of occlusion alleviation
have been studied for many years in the fields of computer
graphics, visualization, and virtual reality. Elmqvist and
Tsigas [11] have provided a comprehensive overview of the
existing methods.

One class of techniques that exposes the occluded target
increases the transparency of the occluding parts [5], [12] or
cuts them away [6], [13]. The former technique works well
in addressing a few layers of occluders, whereas the latter
technique is effective only when the occluders are insignifi-
cant. For urban scenarios, however, the removal of the
occluders might mislead the users.

Multiprojection combines the views of the occluded target
from different viewpoints into a single image to maximize

discovery [14], [15]. An alternative to this method involves
bending rays to circumvent the occluders [16]. Although all
of these techniques achieve visibility enhancement of the
occluded target, it is difficult for them to directly control the
disocclusion effects with the provided parameters.

Another scheme [17], [18] involves the deformation of the
dataset to reveal the occluded part. While these techniques
strive to preserve the topology of the dataset, a type of tech-
nique called explosionseparates the target away from the
dataset to expose the target [19]. In our method, we keep all
the context and control the distortion level, and thus our
views look more similar to the original ones.

Route and landmark visualization. The communities have
proposed a large number of works in the generation of the
maps to convey routes and landmarks, which include the
route maps [20], [21], destination maps [22], tourist
maps [23], and insets maps [24]. Recently, the automatic lay-
out of metro maps has drawn more attention [25], [26], [27].

To visualize the routes in mountainous landscapes, Taka-
hashi et al. [28] and Falk et al. [29] developed systems for cre-
ating panoramic maps that disocclude important roads and
regions. Degener et al. [30] proposed a warping technique to
facilitate the retracing of occluded routes. The studies
by [31], [32], [33] have achieved occlusion-free visualization
of the routes in mountainous landscapes by automatically
deforming the terrain surface. Degener and Klein [32] used a
variational approach to obtain high-quality results.

For the techniques focusing on a cityscape, the tourist
map generation system by Grabler et al. [23] renders build-
ings in multiperspective to make streets more visible. The
blend perspective of M€oser et al. [7] deforms terrains and
magnifies the important region to reveal the urban context.
Qu et al. [8] presented a focus+context method that exhibits
the bird’s-eye views with broadened routes and enlarged
landmarks. Cui et al. [10] developed the curved ray camera
that automatically computes bending rays to show the
occluded target. However, the perturbation of spatial rela-
tionships caused by this camera is a major concern. Hirono
et al. [9] proposed an optimization method based on com-
mon aesthetic criteria to disocclude landmarks for urban
environments. However, the optimization is limited to

Fig. 1. Given the FOIs (a) heavily occluded in the perspective views (b), our context-aware views achieve disocclusion of the FOIs while preserving
the original appearance of cityscape (c). In contrast, using the road broadening as in [8] at the same viewpoint hinders visualization of the FOIs
(d). To achieve the visibility as in (b), the aerial views would be resulted (e).
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provide the interactivity required in many tasks. Zhang
et al. [34] built proximity graphs for generating panoramic-
like maps. Following the ideas in [9], [32] that use an explicit
optimization, in this paper, we focus on minimizing the
distortion of cityscape and the occlusion of FOIs via an opti-
mization. In contrast to the previous methods, four disoc-
clusion operators are combined to control the distortion in
disocclusion, and the optimization problem is formulated to
be solved efficiently.

3 OVERVIEW

3.1 Setup

In our setup, a building is represented by a set of building
prisms. As a component of the building, each prism has a
polygon basement and is extruded from the ground. A road
is regarded as a strip-shaped polygon. The other type of
FOIs, such as building footprints and parks, can be repre-
sented as polygons in the same manner.

Notation. We represent the original viewing height by H0,
the 2D vertices by vi , which refers to the original (2D) build-
ing centroid vB and road vertex vR. To disocclude the FOI,
we will look for an elevated viewing height H , the shifting
positions x ¼ f v0

1; . . . ; v0
mg, and the building scaling factors

s ¼ f s1; . . . ; sng. Here we use ð�Þ0 to represent a shifted posi-
tion due to the disocclusion. To consider a variable at differ-
ent frames, we represent the variable at frame t using the

superscript ð�Þt .

3.2 Disocclusion Operators

As illustrated in Fig. 2a, for a route point pR occluded by a
building B from the viewpoint V, it can become visible by
scaling down the occluding building B and elevating the
viewpoint V to V0in the vertical direction, and by displacing
the building from pB to p0

B and shifting the road from
f pR; p �Rg to the new position f p0

R; p0
�Rg in the horizontal direc-

tion. In disocclusion, we combine all these four operators to
minimize distortion. As shown in Appendix A in the supple-
mentary, which can be found on the Computer Society Digi-
tal Library at http://doi.ieeecomputersociety.org/10.1109/
TVCG.2015.2469661, the building scaling and the building
displacement absent in [8] aremore effective for disocclusion
in the vertical and horizontal directions, respectively.

3.3 Occlusion Measurement

To define a measure on occlusion, we begin with a simple
2D occlusion case illustrated in Fig. 2a. For a road point pR ,
the occlusion occurs if and only if the elevation angle aB

from pR to the top of building B is larger than the elevation
angle aV from pR to the viewpoint V . When the ray from pR
to V hits the building B , we have aB > aV . Let pB and pV
denote the horizontal position of the hit and V , and h and H
denote the heights of B and V , respectively, then the above
inequality can be rewritten as,

h
kpB � pRk

>
H

kpV � pRk
: (1)

This inequality can be further transformed

H
��pB � pR

�� � h
��pV � pR

�� ¼ D < 0: (2)

Here D is a measurement of the occlusion: D is positive if
and only if pR is visible; otherwise it is negative. Consider-

ing the disocclusion operators in Section 3.2, we regard D as
the function of the variables H , pR , h, and pB , which associ-
ate with the four disocclusion operators, respectively.

Since pB and pR are associated with the 2D building cen-
troid v0

B and the road vertices f v0
Rg in horizontal plane,

respectively, and the building B is scaled by the scaling fac-
tor sB vertically, to generalize the above measurement to
the 3D space, we regard v0

B , v0
R, and sB as variables. Then

the measurement DpR;B on the 3D occlusion of pR with

respect to the occluder B is formulated as (see Appendix B
in supplementary, available online for more discussion of
the formula):

DpR;B
�
x; s; H

�

¼ H
��pBðv0

BÞ � pRðv0
RÞ

�� � sBh
��pV � pRðv0

RÞ
��:

(3)

Here we call the tuple ðpR; BÞof an occludee pR and an
occluder B the occlusion pair, and DpR;Bðx; s; H Þthe visibility
function for ðpR; BÞ.

For a building, there may be multiple hits on different
building prisms detected by the ray casting from pR to V .
To define (3) for an occlusion pair ðpR; BÞ, we choose the hit
that minimizes the 2D occlusion measurement D and maxi-
mizes the view elevation angle aB . As is demonstrated in
Appendix C in the supplementary, available online, using
of this type of hits is more effective in disocclusion.

To measure all of the occlusions in 3D space, a set of sam-
pling points f pRi

g are placed on the boundary of the FOI.
And then the ray casting can detect a set the occluding
buildings f Bj g, which results in a set of occlusion pairs
O ¼ f oi joi ¼ ðpRi

; Bj Þgto build the visibility functions.

Fig. 2. For the typical occlusion scenarios as in (a) and (b), the introduction of viewpoint elevation (c), road shifting (d), building scaling (e) and build-
ing displacement (f) makes the route gradually visible.
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3.4 Framework

Our framework consists of the preprocessing and the run-
time stage (Fig. 3). In the preprocessing (Section 3.5), we first
extract original urban pattern as a reference to preserve
urban resemblance. According to cartographic convention
that the map symbols should be kept fixed, we broaden the
route symbol in the preprocessing rather than alter the route
width with respect to the occlusion at run-time, which
results in the shifted positions x̂ ¼ f v̂i g of the roads and
buildings that fit the broadened route. At the run-time, an

initial viewing height Ĥ is computed first to start the disoc-
clusion (Section 5.1). Then the viewpoint elevation, building
scaling and displacement, and other road shifting are solved
simultaneously with respect to the broadened route via iter-
ative optimization (Section 5.2) of the energies (Section 4).
Since the artifacts of excessive and temporal incoherent
building scaling may exist after the optimization, the build-
ing scaling is further adjusted to enforce spatial and tempo-
ral coherence (Section 5.3). Noting that the elevated
viewpoint would cause the foreground environment out of
screen, finally we adjust the camera parameters to recover
the foreground for the output views (Section 5.4).

Iterative optimization algorithm. The optimization process
is the most critical phase of our framework, which ensures a
counterbalanced combination of the disocclusion operators.
In the optimization, our goal is to minimize the overall dis-
tortion energy Eðx; s; H Þ subject to the visibility condition
that the visibility function Doi for each occlusion pair oi in

O is positive:

min
x;s;H

Eðx; s; H Þ

s:t: Doi ðx; s; H Þ � " � 0; 8oi 2 O;
(4)

where " is a positive margin for disocclusion. Here the con-
straints in (4) are the driving forces of disocclusion. In con-
trast to enforcing the visibility condition in the objective
function [9], [32], using the hard constraints is more
straightforward to achieve disocclusion and allows to reuse
factorization to speedup the optimization (See Section 5.2).

Since the visibility functions only represent the visibility
for the current configurations of x, s, and H , the occlusions
may not be completely eliminated in a single pass of optimi-
zation. We use an iterative algorithm to achieve a more thor-
ough disocclusion (Algorithm 1). Despite we have no
formal proof that the iterations would result in the occlu-
sion-free result, our numerical tests show that the most of
the occlusions can be eliminated after a single iteration.
Since the disocclusion margin " controls the degree of disoc-
clusion, it determines the disocclusion speed for the itera-
tions. In practice, we set " ¼ 0:5 m � k pV � pRk, which in
most cases is sufficient to stop the iterations within the

maximum number kmax of steps. Appendix D, available in
the online supplemental material, provides the discussion
of the " setting.

Algorithm 1. Iterative Optimization

Input: Original viewing height H0; Initial building scaling fac-
tors s0 ¼ f si jsi :¼ 1g, 2D positions x̂ ¼ f v̂i g (see Fig. 3c),

and viewing height Ĥ (see Fig. 3d)
Output: x kþ 1, skþ 1, and H kþ 1 at step k þ 1
x0 :¼ x̂; s0 :¼ s0; H 0 :¼ H0, k :¼ 0;
Obtain O0 according to ðx0; s0; Ĥ Þ;
while Ok 6¼ null and k < k max do
Define Ekðx; s; H Þ, and Dk

oi
ðx; s; H Þin (4)

according to ðxk; sk; H kÞ;
compute ðxkþ 1; skþ 1; H kþ 1Þby solving (4);

Obtain Okþ 1 according to ðxkþ 1; skþ 1; H kþ 1Þ;
k:¼k þ 1;

end

3.5 Preprocessing

Urban pattern extraction. The city can be divided into hierar-
chical regions according to urban morphology [35]. To
extract the urban spatial pattern, we consider a range of
scales from a global aspect to local features. Globally, we
divide the city into several blocks. In a block, the major geo-
graphical features are the buildings. We represent the spa-
tial pattern of the buildings by a proximity graph for each
block [34], in which the vertices denote the building cent-
roids and the edges connect the vertices if the two buildings
are neighboring to each other. Furthermore, we search for
the Gestalt groups like building alignments in the proximity
graph to extract more local features [34], [35].

Road broadening.The road broadening is achieved by the
displacement of roads and buildings to fit the broadened
roads, which can be solved by minimizing the energy ExðxÞ
in (18) with respect to x.

4 DISTORTION ENERGIES

To achieve resemblance preservation, we formulate differ-
ent types of energies to measure the changes and the distor-
tions to the viewing height, roads, and buildings. Moreover,
to avoid the flickering and waving artifacts in the final
views, the temporal incoherence energies are also designed.

First we wish a viewing height not to vary too much from
the original height H0. This can be achieved by the energy
Ecamera:

EcameraðH Þ ¼wcameraðH � H0Þ
2: (5)

Here we set the weight wcamera ¼ 1:0 unless stated otherwise
in our experiments.

Fig. 3. Pipeline of our method.
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4.1 Road Energies

We represent a road as a strip S ¼ f VS; ESg where the 2D
vertices VS ¼ f v10; v11; v20; v21; . . . ; vn0; vn1g compose the
edges ES ¼ f ei g of the road (Fig. 4).

The road shifting operator causes the road broadening
and the road displacement. To achieve the desired road
width, for each pair of road vertices ðvi0; vi1Þdefining the
road width, we enforce:

EwidðSÞ ¼
X

f vi0;vi1g� VS

��ðv0
i0 � v0

i1Þ � sRðvi0 � vi1Þ
��2

; (6)

where sR is the desired broadening scale. We set sR ¼ 1:0
for the roads not associated with the route. On the other
hand, as the roads are important semantic features of the
city, we wish to retain the original shape and positions of
roads during the road displacement. The original shape is
preserved by enforcing the parallel between road strip seg-
ments and their original centerlines. For each segment
ei ðvj �; vðj þ 1Þ�Þ 2ES where the ‘�’ denotes the digit of the value
0 or 1, suppose that its associated centerline has the form
ni p þ ci ¼ 0where ni is a normalized vector, the parallelism
between ei ðvj �; vðj þ 1Þ�Þand its centerline is measured as:

EshpðSÞ ¼
X

ei 2ES

��nT
i ðv0

ðj þ 1Þ� � v0
j �Þ

��2
: (7)

Moreover, the original road positions are retained by keep-
ing the centerline close to its original:

EcenðSÞ ¼
X

f vi0;vi1g� VS

���
v0

i0 þ v0
i1

2
� ri

���
2

; (8)

where ri ¼ vi0þ vi1
2 denotes the original position of the road

centerline.
Finally, the road shifting energy Eroads for all of the road

strips f Si g is

EroadsðxÞ ¼
X

Si

�
EcenðSi Þ þ hwidEwidðSi Þ þ hshpEshpðSi Þ

�
; (9)

where hshp = 10.0, and hwid ¼ 100:0 if the road is associated
with the route or 1.0 otherwise in our implementation.

4.2 Block Energies

In this section we only formulate the energy terms for a sin-
gle block associated with a proximity graph G ¼ f VG; EGg,
where VG is the set of the building centroids and EG the set
of edges connecting the centroids. The overall block energy
is the sum of the energies Eg for each proximity graph Gi :

Eblocksðx; sÞ ¼
X

Gi

EgðGi Þ: (10)

Building global pattern constraints. As the building distribu-
tion pattern in a block is reflected by the proximity graph, to
preserve the global pattern in the building displacement, we
wish to minimize the squeeze and stretch of the graph. This
is equivalent to constrain the displacement dðv0

i Þ ¼v0
i � vi to

be smooth and coherent in the spatial domain, which can be
achieved by the discretized energy term:

EpatðGÞ ¼
X

vi 2VG

X

vj 2N i

wij
��dðv0

j Þ � dðv0
i Þ

��2
; (11)

where N i denotes the set of adjacent vertices of vi , the

weight wij ¼ e�k vj � vi k=4T as in [36].
Building local relative position constraints.In addition to

retaining the global patterns of G, for each building, we
wish to preserve its relative position with respect to
the neighboring buildings. We use the Laplacian coordinate
dðvi Þ[37] to represent the relative position. Then the relative
position energy term is formulated as:

ErelðGÞ ¼
X

vi 2VG

��dðv0
i Þ � dðvi Þ

��2
: (12)

Building common fate constraints.The building alignment
is a type of Gestalt group. The common fate in Gestalt prin-
ciples is that elements moving in the same direction at the
same rate are perceived as a group (see Fig. 5).

For the building alignments, we retain this Gestalt princi-
ple during the displacement. For each alignment
A i ¼ f vi jvi 2 VGg associated with G, our goal is to force the
buildings in the alignment to be displaced with a common
displacement vector ti :

EcomðGÞ ¼
X

Ai � G

X

vj 2A i

��v0
j � ð vj þ ti Þ

��2
: (13)

Building-road relative position constraints.This constraints
is designed to achieve the interaction between the building
and the roads, First, we search for the buildings in the
road neighborhood. If there is no building on the road-
side, the nearest building to the road is considered. This
would result in a set of proximal building-road pairs

CðGÞ ¼
�

cij ¼
�
vi ; ej ðvk�; vðkþ 1Þ�Þ

�
jvi 2 VG; ej 2 ES

�
for a

proximity graph G. Then the building-road relative posi-
tion q can be formulated as qðcij Þ ¼vi � pj;i ðvk�; vðkþ 1Þ�Þ,
where pj;i is the nearest point to the building associated

with vi on ej ðvk�; vðkþ 1Þ�Þ. For each proximal building-road

pairs cij , we constrain the building-road relative position
q0 to close its original one:

EdisðGÞ ¼
X

cij 2CðGÞ

��q0ðcij Þ � qðcij Þ
��2

: (14)

Fig. 4. Representation of a road.

Fig. 5. Gestalt principle of the common fate.

1866 IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 22, NO. 7, JULY 2016



Building height constraints.First, to preserve the original
building heights, we penalize the building scaling to an
individual building:

EhtðGÞ ¼
X

vi 2VG

�
hi ðsi � 1Þ

�2
: (15)

Moreover, we enforce the relative heights among the
buildings to retain the original urban skyline. For each
building, we force the adjacent buildings to share a common
scaling factor �si , in which the inconsistency is measured by:

ErelhðGÞ ¼
X

vi 2VG

�
hi ðsi � �si Þ

�2
þ

X

vj 2N i

wij
�
hj ðsj � �si Þ

�2
; (16)

where hi is the original height of the building associated
with vi .

Summary.Overall, the energy Eg for a block is formulated
as:

EgðGÞ ¼Epat þ Erel þ Ecom þ hdisEdis þ hhtðEht þ ErelhÞ;

(17)

where we use hht ¼ 2:0 and hdis ¼ 10:0 to avoid the artifacts
of buildings moving across the road. Moreover, by combin-
ing EroadsðxÞand removing the terms unrelated to x in Eg,

the energy ExðxÞdescribed in Section 3.5 is formulated as:

ExðxÞ ¼EroadsðxÞ þ
X

Gi

�
EgðGi Þ � hhtEhtðGi Þ

�
: (18)

4.3 Temporal Coherence Constraints

First, the temporally coherent viewing heights are enforced
by penalizing the temporal difference:

EtH ðH tÞ ¼ ðH t � H t� 1Þ2: (19)

To avoid the flickering of the road widths due to the dis-
placement, we keep the road positions close to those at the
previous frame:

EtxR ðSÞ ¼
X

ei 2ES

��v0t
j � � v0t� 1

j �

��2
: (20)

For the temporal coherent building displacement, we
constrain the temporal change of the building global pattern
as in (11) and the relative positions q0between the buildings
and roads, yielding:

EtxB ðGÞ ¼
X

vi 2VG

X

vj 2N i

wij
��r dðv0

j Þ � r dðv0
i Þ

��2

þ
X

cij 2CðGÞ

��q0ðct
ij Þ � q0ðct� 1

ij Þ
��2

;
(21)

where r dðvtÞ ¼v0t � v0t� 1 is the temporal change of the
building displacement.

Additionally, the temporal waving of building heights is
penalized by:

EtsðGÞ ¼
X

vi 2VG

�
st

i � st� 1
i Þ2: (22)

Summing up the above temporal coherence terms yields:

Etempoðxt ; st ; H tÞ ¼htH EtH þ htxR

X

f Si g

EtxR

þ
X

Gi

�
htxB

EtxB þ htsEts
�
:

(23)

In practice, we use larger values to weight temporal inco-
herent viewpoint elevation (htH ¼ 64:0) and displacement
(htR ¼ htxB

¼ 32:0), whereas set smaller value for building

scaling (hts ¼ 1:0) that will be polished in postprocessing.

5 VIEWS GENERATION

5.1 Initialization of the Viewing Height

The reason that we initialize the viewing height before the
optimization is twofold. First, a higher viewing heightwould
cause fewer occlusion pairs oi to be detected, which results in
a smaller size of the constrained optimization to ensure sys-
tem interactivity; Second, fewer occlusion detected may
cause a smaller degree of distortion in the disocclusion.

We compute Ĥ by solving an unconstrained optimiza-
tion. The optimization compromises between the viewpoint
elevation and the building change in the spirit of (4) but
adopts a simplified objective function. Given a set of occlu-
sion pairs f oi g, we simply measure the required viewing
height deviation as well as the building displacement doi

and scaling factor soi combination that can solely avoid the

occlusions at Ĥ ,

VH ðĤ Þ ¼
X

oi

���doi ðĤ Þ
��2

þ hht

�
soi ðĤ ÞhB

�2�

þ wcameraðĤ � H0Þ
2;

(24)

where hB is the original height of B , and hht ¼ 10:0. Here doi

and soi are implicitly related to Ĥ . The deviation can be

found in Appendix E in the supplementary, available online.

5.2 Implementation of the Optimization

The final distortion energy Eðx; s; H Þ in (4) is defined by
combining all of the distortion energies described in Section
4 for the viewing height, roads, blocks, and temporal coher-
ence, respectively:

Eðx; s; H Þ ¼Ecamera þ Eroads þ Eblocksþ Etempo: (25)

(25) is of the linear least-squares form. On the other hand, as
we know from Appendix F in the supplementary, available
online, the visibility functions in (4) can be simplified into
the quadratic functions. Thus (4) is a nonlinear constrained
least squares problem.

Here sequential quadratic programming (SQP) [38] can
be applied to solve the optimization since the number of vis-
ibility functions is relatively small compared with the size of
the Lagrange multiplier system for the problem. SQP is an
iterative method in which each iteration step requires the
gradient and the Hessian of the Lagrange function. Note
that the linear least-squares forms of (25) make the Hessian
of Eðx; s; H Þ be positive-definite and fixed; However, the
second derivatives of the quadratic visibility functions are
not fixed, causing the Hessian of the Lagrange function not
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fixed. Thus we still have to update the Hessian and re-fac-
torize it in each iteration step. To avoid such a re-computa-
tion, we use an approximation that drops the second
derivatives of the visibility functions and leaves only the
fixed Hessian of Eðx; s; H Þ, which is in the same fashion as
the Gauss-Newton method [38]. Hence, we can precompute
the Hessian of Eðx; s; H Þand its factorization and reuse the
factorization in the iterations. Although there is no formal
proof that this approximation guarantees convergence,
Appendix F in the supplementary, available online demon-
strates that the dropped second derivatives are always
small, and our numerical tests did not find any case of no
convergence for all of the tested conditions.

Further acceleration benefits from the temporal coher-
ence. As the current frame tends to be coherent with that of
the previous frame, we can use the result from the previous
frame as an initial guess for solving (4). Our numerical test
shows that the number of iterations in SQP is typically less
than 5 when the initial guess is used.

5.3 Adjustment of Building Scaling

Despite the excessive and temporal incoherent building
scaling can be avoided by setting corresponding hard con-
straints in (4), this would increase the dimension of the con-
strained optimization and lead to the excessive viewpoint
elevation and building displacement. Instead, we adjust
building scaling factors f si g in the postprocess. The adjust-
ment is conducted in two phases: first the individual build-
ing scaling is constrained in the per-block optimization, and
then the scaling is further optimized via an inter-block opti-
mization to enforce the spatial coherence.

To avoid the spatial and temporal artifact, in the per-
block optimization the scaling limit smin and the speed limit
of scaling change _smin are set as the hard constraints, while
the original building scaling resulted from solving (4) and
the original relative heights among the buildings as in (16)
are enforced in the objective function. Let the vector ~s stack
the building scaling factor ~si to be solved, and Dt denote the
time interval between the current and the previous frames,
we have:

min
~s

X

vi 2VG

�
h2

i ð~si � si Þ
�2

þ hsErelhðGÞ

s:t: ~si � smin;

� _sminDt 	 ~si
t � ~st� 1

i 	 _sminDt;

(26)

where hs ¼ 0:1, _smin ¼ 0:05=s and smin ¼ 0:5 and 0.8 for the
ordinary and landmark building respectively. Given the
quadratic programming problem in (26), we can solve it
efficiently by using pre-factorization which is similar to
solving (4).

In the second phase we perform a global optimization of
the mean scaling factor zi for each block. We achieve the
spatial consistency of f zi g by enforcing the common scaling
factor �zi for each block and its neighbors, while keeping zi

close to the mean of original scaling factor zi0:

min
f zi g

X

i

�
ðzi � �zi Þ

2 þ
X

j 2N i

v ij ðzj � �zi Þ
2 þ hzðzi � zi0Þ

2�; (27)

where v ij satisfying
P

i v ij ¼ 1 is proportional to common
boundary length between the two related blocks and
hz ¼ 0:30. Additionally, we add the temporal coherence
constraints on zi to (27) as in the form of that in (26). Since
the enlargement of zi might cause the building to occlude
the FOI again, we further introduce another constraint as
zi 	 zi0 to avoid the case. Note that the optimization also ena-
bles to reuse factorization. Finally, the optimized zi is
imposed to each building in the block, resulting in the final
building scaling factor sj as: sj :¼

zi
zi0

~sj .

5.4 Camera Adjustment

To recover the foreground with camera adjustment, regard-
ing the camera extrinsic and intrinsic parameters, it is help-
ful to increase the viewing depression angle u (see Fig. 6)
and move down the vertical coordinate u of the center of the
projection. However, these two parameters also move the
background out of the views. Thus we further increase
the field of view f (see Fig. 6) to reduce that side effect.

To adjustment camera parameters, we wish the screen
positions of the deformed features in the adjusted projec-
tion to be as close as possible to those of the original fea-
tures in the original perspective views. Here the features
refer to landmark buildings and the FOIs, and are repre-
sented by the keypoints f pi g ¼ FS that are set as the 3D
centroids of the buildings and the vertices of the FOIs.
Given the original keypoints f pi g and the deformed ones
f p0

i g after disocclusion, we solve the adjusted projection
Pu;u;f ð�Þ by minimizing the errors with respect to the
original projection P0ð�Þ:

VP0
ðu; u; f Þ ¼

X

pi 2F S

wpi

��Pu;u;f ðp0
i Þ � P0ðpi Þ

��2
; (28)

where wpi
¼ 4:0 for the building keypoints or 1.0 otherwise.

To avoid temporal incoherence of the adjusted projec-
tions, we prevent the projections at two consecutive frames
from being altered too much. Let Put ;c t ;f t and Put� 1;c t� 1;f t� 1

denote the projections at current and previous frames,
respectively, we minimize (28) subject to the constraint:

��Put ;c t ;f t � Put� 1;c t� 1;f t� 1

�� 	 �; (29)

where � is the threshold defined by the change speed limit
of the projection points (10 pixel/s in our experiments).
Here (29) can be discretized and approximated to several
linear constraints. Appendix G in the supplementary, avail-
able online describes the details.

Fig. 6. The camera adjustment via increasing viewing depression angle u
and field of view f makes the building in the field of view (bound by pur-
ple dash lines).
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6 EXPERIMENTS

To validate the effectiveness and performance of our
method, we tested our method on a PC with a Core i5
3.40 GHz CPU and only used a single core of the CPU dur-
ing the experiments. The CHOLMOD library [39] is utilized
to solve the linear systems in SQP.

Our method has been evaluated on two real urban data-
sets. One dataset is the main downtown area of the Hong
Kong island, and another dataset is the entire Vancouver
downtown peninsula. Their information and the corre-
sponding viewing parameters are listed in Table 1. All of
the buildings and road vertices in the datasets are taken as
variables during the optimization. The routes are broadened
to be three times of their original width.

6.1 Results

First we tested the scenarios of navigation and wayfinding,
which are the standard applications of our method. Our sys-
tem allows to select arbitrary spatial features as the FOI
regardless the shape and topology attributes. We tested var-
ious FOIs ranging from ordinary routes to zigzag and
twisted routes, and to the road networks. Figs. 7, 8, and 9
show the results, respectively. We further compared with
the views without building scaling and displacement,
which are in the same manner as the focus+context (FC)
views in [8]. Since in [8] the viewpoint must be specified

manually, for an easier comparison, in FC views the view-
ing height is set the same as that of the corresponding con-
text-aware (CA) views. Please watch the accompanying
video, available online, for more results of the comparison.

The aerial views are a type of common views in 3D navi-
gation, as using higher viewpoint is simple to increase visi-
bility. On the other hand, as the viewpoint elevation and the
building scaling that work in the vertical direction seem
trivial in disocclusion, the effects of two horizontal opera-
tors (i.e., the road shifting and building displacement)
on disocclusion need to be validated. Fig. 10 shows the

TABLE 1
A Summary of the Parameters and Settings of Hong Kong (HK)
and Vancouver (Van) Datasets, Including Number of Buildings
(#Blds.), Number of Road Vertices (#Rd.Verts.), Mean Building
Height (#Mean Bld.Ht.), Number of Buildings Taller than 100 m

(#Tall Blds), Height of Highest Building (Highest), and the
Viewing Height (View.Ht.) and Depression Angle (Depr.Ang.)

for the Results Except the Example in Fig. 14

#Blds. #Rd.
Verts.

Mean
Bld.Ht.

#Tall
Blds.

High-
est

View.
Ht.

Depr.
Ang

HK 1,017 4,68 48.3 m 79 374 m 400 m 18


Van 1,643 1,148 28.8 m 32 170 m 300 m 18


Fig. 7. Results for the Hong Kong and Vancouver dataset.

Fig. 8. Results of the zigzag and twisted routes.

Fig. 9. Results of the road networks.
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visibility condition, the operators are able to counterbalance
each other: tuning up the values of parameters wcamera and
hht not only results in the decrease of viewing height and
building scaling, respectively, but also causes the increasing
effect of the other operators; when wcamera and hht are simul-
taneously tuned down, the building displacement counter-
balances the decreased viewing height and building scaling.
Therefore, the visibility of FOI is insensitive to the combina-
tion of different wcamera and hht values, whereas the different
setting of the values indeed influences the effect of the dis-
occlusion operators. Please watch the supplemental video
(tab_cmp.wmv) for more details of the above comparisons.

Our building scaling operator may cause not only the
building scaling for the occluding buildings but also the col-
lateral building scaling in their neighborhood. To evaluate
different degrees of collateral building scaling, various val-
ues of hz were tested. The results in Fig. 12 show that the
smaller degree of collateral building scaling better preserves
the original skyline but is limited to retain the original shape
of the buildings, whereas a larger hz causes the building
scaling to be more spatially inconsistent. However, an infor-
mal user study further shows the user prefers the larger
degree of collateral building scaling (see Appendix H in
supplementary, available online).

Although our method alters the viewing height gener-
ally, it still offers the flexibility to customize the preferable
viewing heights by adjusting the wcamera. By setting a large

value of wcamera (wcamera ¼ 103 in our experiments), our
method can achieve the disocclusion of the FOIs at the origi-
nal viewpoint and thus maximize the resemblance to the
original views. Fig. 13 shows the results. Please watch our
supplemental video (no_elev.wmv), available online, for
more details.

Information overlay. Our method aids the visualization of
the information overlaid onto the urban environment, fur-
ther facilitating various analytical tasks. For example, when
air pollution information (or wireless signal strength) is
visualized with perspective views, the information may be
occluded by the 3D buildings, even if the environment is
visualized from an aerial perspective (Fig. 14a). Equipped
with our system, the users are able to obtain an overview of
the information overlaid on the realistic 3D environment.
This would assist them to discover the correlation between

the pollution level and the context, and predict the trend of
the diffusion of air pollution according to the surrounding
clusters of buildings that would block the diffusion (or to
discover the correlation between the signal strength and the
building density, and analyze whether the current setting of
the signal base stations is appropriate according to the sur-
rounding buildings that decay the wireless signal). Fig. 14
shows the results of an air pollution map of Hong Kong.
Here in the CA view the buildings are tinted according to
their distortion to avoid misrepresentation in discovering
the correlation with buildings. In contrast to the FC views,
our CA views are able to provide more visible information
overlaid on the streets while better conveying the building
heights. Thus the required interaction to explore the envi-
ronment might be effectively reduced in the analytical tasks.

6.2 Performance

Our system took 2.5 and 12.0 s in the preprocessing for the
Hong Kong and Vancouver datasets respectively, and
achieved interactive frame rates at the run-time for all of the
examples in the paper. Table 2 summarizes the times with-
out an initial guess obtained at the previous frame and the
frame rates after acceleration for all of the examples. Note
that the performance naturally drops when the scale of the
FOI increases since more visibility constraints are intro-
duced in (4).

6.3 Evaluation

To validate the effectiveness of each operator in the CA
views, we compared the four-operator CA views of with the

Fig. 12. Different degrees of collateral building scaling visualized by tilting the buildings with different degree of saturation.

Fig. 13. The results free of the viewpoint elevation for the examples in
Fig. 11a, Fig. 1(top)b and Fig. 8(top)c respectively.
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four types of CA view modes free of a single operator,
which were achieved by setting larger (102 times) or smaller

(10� 2 times) values to corresponding parameters as in the
top row of Fig. 11. Thirty subjects (12 females) with different
ages (from 19 to 35) were recruited from the college campus.
Each subject must complete two tasks in the navigation sce-
nario, who was instructed to complete the tasks as fast as
possible out hurting accuracy. Our goal was to find the
mode that allows the users to complete their tasks fastest
while maintaining reasonable accuracy. The navigation
device was simulated by rendering the full screen with the
3D environment and the FOI in a type of mode. To keep
focusing on the testing views, there was no other views
such as 2D map or 3D perspective views presented for refer-
ence. During navigation, the viewpoint was navigated along
the route following the current position and the subject was
allowed to pause (and continue) the navigation for wayfind-
ing by pressing a key.

To test the ability for FOI identification, the first task was
to use the navigation and sketch the FOI that contains a
route and might contain a place of interest at the destina-
tion. During the sketching, the subjects must think aloud to
roughly figure out each segment, curve, and turnings on the
route. To test the ability to identify the labels overlaid on the
FOI, the second task was to use the navigation and read
aloud the labels. In each trial of this task, two labels were
tested and respectively timed in which the second label
appeared onlywhen the first labelwas read aloud and timed.
Before the formal test, the subjects were guided individually
to finish one informal trial to familiarize themselves for each
task. The formal test used a within-subject design with five
repeated trials to test the five modes respectively. To avoid

memorization, for each subject, five prepared navigation
examples in Hong Kong and Vancouver datasets and five
modes were tested in a random order, which yields
5 � 5 ¼ 25 possible combinations. Overall, we obtained a
total of 5 � 30 ¼ 150 FOI identification records (six records
per modes per example) and 5 � 2 � 30 ¼ 300 label identifi-
cation records (12 records permodes per example).

Our hypothesis is that the subjects would complete the
two tasks faster, but with comparable accuracies, by using
the four-operator mode than using the other modes free of a
single operator. Tables 3 and 4 summarize the average com-
pletion time and accuracy, respectively. We evaluated the
differences of the five modes in completion time using the
repeated measures ANOVA (RM-ANOVA). RM-ANOVA
revealed a significant effect for the five modes in both FOI
identification (Fð4; 125Þ ¼25:29;p < 0:001) and label iden-
tification (Fð4; 125Þ ¼27:42;p < 0:001) tasks. Pair-wise
comparisons between four-operator mode and each other
mode also found a significant difference between the modes
(p < 0:001) except the comparisons with the building scal-
ing-free mode (Fð1; 50Þ ¼0:79) and the building displace-
ment-free mode (Fð1; 50Þ ¼0:15) in the FOI identification
task. On the other hand, for the two tasks, the completion
accuracies of the five modes were comparable and all higher
than 90 percent. Overall, the four-operator mode exhibited
good performance in the tasks. However, the results do not

Fig. 14. Overlay of pollution data: compared with the aerial perspective of the FC view (mid-left), our CA view enables to visualize the overlaid infor-
mation with the 45-degree viewing angle (mid-right); in the CA view the building distortion is visualized by using different degrees of saturation.

TABLE 2
Statistics of Time (in ms) Spent on Initializing Viewing Height

(Ini. View.), Optimization Without Acceleration from the Tempo-
ral Coherence (Opt.), Buildings Scaling Adjustment (Scl. Adj.),
and Camera Adjustment (Cam.Adj.), and the Visualization

Frame Rates (FPS)

Figs Ini. View. Opt. Scl. Adj. Cam. Adj. FPS

1(top) 1 36 2 < 1 35 Hz
1(bottom) 2 79 2 < 1 35 Hz
7(top) < 1 60 2 < 1 50 Hz
7(bottom) 1 48 1 < 1 40 Hz
8(top) 2 72 3 3 30 Hz
8(middle) 1 155 2 1 10 Hz
8(bottom) 5 171 5 9 25 Hz
9(top) 2 193 2 1 10 Hz
9(bottom) 11 742 10 1 4 Hz

TABLE 3
Average Completion tizme (with Standard devziations) in FOI

Identification (FOI) and Label Identification (lab.) Tasks
Obtained by uszing 4-Operator (4-Oper.), road Broadeningfree

(BF), Viewpoint-Elevation-frzee (VF), Building
Scaling-Free (SF), and Building

Displacement-Free (DF) Modes, Respectively

mode 4-oper. BF VF SF DF

Time for FOI 13.43 s
(4.05 s)

22.19 s
(6.15 s)

17.38 s
(4.41 s)

12.51 s
(4.13 s)

13.84 s
(4.15 s)

Time for lab. 9.61 s
(5.04 s)

18.06 s
(7.20 s)

15.69
(5.61 s)

6.78 s
(3.18 s)

16.71 s
(5.68 s)

TABLE 4
Accuracy (Acc.) in FOI Identification and Label Identification

Tasks; The Abbreviation is the Same as in Table 3

mode 4-oper. BF VF SF DF

Acc. for FOI 28/30 27/30 27/30, 29/30 28/30
Acc. for lab. 57/60 58/60 55/60, 58/30 55/60
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totally conform our hypothesis as the building scaling-free
mode outperformed the four-operator mode. Please watch
the supplemental video (userstudy.wmv), available online,
for details.

After completing the tasks, the subjects were asked to fill
out a questionnaire to rate the spatial distortion and the
temporal incoherence of each mode on a scale of 1 (irritat-
ing) to 5 (imperceptible), and rank the modes from 1 (most
preferred) to 5 (less preferred) for 3D navigation applica-
tion. The average results are summarized in Table 5. Over-
all, the average scores for all of the five modes were larger
than 4:5 and RM-ANOVA did not find significant difference
of the scores. In contrast to building scaling-free mode that
helps to complete the tasks faster, the four-operator mode
was the most preferred by the subjects. When we further
asked why the four-operator mode was more preferred, the
feedback from the subjects reflected that the lower viewing
position in the four-operator mode was more favourable
compared with building scaling-free views.

Although in the FOI identification task the completion
times of four-operator mode and building displacement-free
mode were comparable, significant difference (Fð1; 50Þ ¼
15:37;p < 0:001) between the two modes was found in the
completion times for the label identification task. This is
because the subjects were able to infer the occluded routes in
FOI identification but difficult to confirm the occluded label
by inference in label identification. On the other hand, despite
our hypothesis is rejected due to the better performance of
building scaling-free mode, the completion time for four-
operator mode is still acceptable. Further regarding the supe-
rior subjective preference for the four-operator mode, we
believe that combining the four disocclusion operators better
facilitates the FOI and label identification on the promise of
providingmore appealingmap aesthetics.

7 DISCUSSION AND FUTURE WORK

In this paper, we have presented a novel method to visual-
ize the FOIs occluded by buildings in urban areas effectively
and efficiently. Compared with other disocclusion techni-
ques applied in urban areas, our method combines four
effective disocclusion operators and adopts an efficient con-
strained optimization to minimize the distortions while
achieving interactive frame rates. The four disocclusion
operators work together to strike a good balance between
visibility and distortion. The constrained optimization uses
a series of the distortion energies formulated in the linear
least-squares forms such that the pre-factorization can be

exploited to achieve the efficient solution. The resulting CA
views enable the users to explore 3D realistic urban environ-
ments and obtain a clear and intuitive overview of the FOIs
and context, which greatly facilitates the applications such
as navigation, wayfinding, and visual analytics with infor-
mation overlay.

The major limitation of our method is that it relies
heavily on pre-factorization to achieve interactive visualiza-
tion. Consequently, our method is input-sensitive to the
environments. For a very large environment, we can divide
the environment and the FOI into subdomains and only
address the subdomain related to the currently incoming
portion of the FOI. As shown in the experiment, our method
is capable of managing the downtown area of a metropolis
at interactive frame rates, and thus the subdomain to be
handled by our method can still cover a wide range of urban
areas. Further performance improvement can be achieved
by using the domain decomposition method as in [40] to
decompose of the optimization into several reduced disoc-
clusion models.

There are multiple avenues for future work. Some other
disocclusion operator such as transparency can be intro-
duced in the disocclusion to reduce distortion. And general-
ization of our framework to the other dataset such as 3D
imagery might be an interesting extension. Moreover, we
will further explore the applications of our method in urban
informatics.
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