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Abstract. A substantial portion of web traffic consists of queries to
database web servers. Unfortunately, a common technique to improve
web scalability, proxy caching, is ineffective for database web servers
because existing web proxy servers cannot cache queries. To address this
problem, we modify a recently proposed enhanced proxy server, called
an active proxy, to enable Active Query Caching. Our approach works by
having the server send the proxy a query applet, which can process simple
queries at the proxy. This enables the proxy server to share the database
server workload as well as to reduce the network traffic. We show both
opportunities and limitations of this approach through a performance
study.
Keywords:Active query caching, proxy caching, database web servers,
query containment.

1 Introduction

Many web sites are constructed using back-end database systems and provide
form-based interface for users to submit queries. We call this kind of system a
database web server. With the rapid growth of user accesses to the Web, database
web servers encounter very heavy workloads and produce a growing percentage
of network traffic.

Web caching proxies are today’s main solution to improve web performance,
share server workload, and reduce wide area network traffic. However, queries
and responses of database web servers are uncacheable by existing web proxies,
which cache only static files. This motivates us to investigate the problem of how
to answer queries efficiently at a web proxy.

In this paper, we propose a new collaboration scheme between an active
proxy (an experimental enhanced web proxy server [4]) and a database web
server. In our approach, the web server passes a simple query processing ability
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to the proxy when needed, through a query applet. The proxy can then not only
answer queries that are an exact match to cached queries, but also queries whose
results are contained in the cached results of more general queries. This increases
the cache hit ratio of the proxy, and further decreases the number of trips to
the database web server. In turn, this reduces network traffic as well as the load
on the server, which allows the system to scale with the addition of multiple
proxies.

Our approach is inspired by the following three observations. First, despite
the high volume of user queries on the web, one interesting aspect is that these
queries are usually very simple from the web proxies’ point of view. This is
because the queries that database web servers allow users to submit are typically
form-based. If we consider a form to be a single table view and the blanks to be
filled in as the columns of the single table view, queries on the form can then be
treated as simple selection queries with conjunctive predicates over this single
table view. For example, although the back-end database of an on-line bookstore
may have a complex schema, queries submitted through the on-line form of the
bookstore are just selections with some title, author, publisher and price range
predicates on a single table view “books”.

Secondly, among these simple queries submitted to a database web server,
a significant portion of them further concentrate on some hot regions of data.
In the previous example of the on-line bookstore, there might be many similar
questions on the best sellers in a day’s sale. Studies on search engine query traces
[14,16] also report that web user queries to these search engines show excellent
locality on the data they access.

Finally, a common query stream pattern of individual users is refinement.
Typically users first ask a general query. Having viewed some results, they then
decide to refine the query with more restrictive conditions, and keep asking a
series of queries. The query refinement feature of our university on-line library
is a good example. When a set of initial query results on books comes back to
the user, a “refine your search” button also shows up so that the user can refine
the queries on publishing year, campus library locations, and other parameters.
These series of refining queries certainly provide temporal locality for query
caching.

The rest of the paper is organized as follows. Section 2 introduces the proxy
caching background of our work. Section 3 presents the system overview, and
Sect. 4 describes active query caching in more detail. Section 5 shows perfor-
mance results, Sect. 6 discusses related work, and finally conclusions are drawn
in Sect. 7.

2 Background

Caching proxies are widely deployed in several places: at the network boundaries
to serve local users, in the network infrastructure to reduce wide area network
traffic, or in front of server farms to share server workload (called reverse proxies,
or httpd accelerators).

One major limitation of current caching proxy servers is the lack of collabo-
ration with original content providers. This causes a large amount of web traffic
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to be uncacheable to web proxies. Recent studies [3,12,19] have shown that the
percentage of uncacheable requests is growing over time and that two major rea-
sons are queries (URLs that include question marks) and response status (the
server response code does not allow a proxy to cache the response) [19].

Unlike other proxy caching schemes, which only cache non-executable web
objects, the Active Cache scheme [4] allows servers to associate a piece of Java
code (called a cache applet) with a document. An active proxy (a proxy that
supports the Active Cache scheme) can cache these cache applets from web
servers, along with the associated documents. For efficiency or security concerns,
the active proxy has the freedom of not invoking a cache applet but directly
forwarding a request to the server. However, if the proxy regards a request as
a hit in its cache, it will invoke the corresponding cache applet to do some
processing rather than just sending the cached document to the user.

Cache applets get their name because of their similarity to Java applets,
which are lightweight, originate from a server, and can communicate with the
server. Our query applet is an extension to the generic cache applet. A straight-
forward function of the query applet would be to cache the query results at the
proxy and return the results to users when they ask queries that are identical to a
cached query. We call this passive query caching. To further reduce the workload
on the server, we have added two more functions to the query applet – query
containment checking and simple selection query evaluation. Having these two
functions, the query applet can perform active query caching, where the proxy
not only answers queries that are identical to a cached query, but also answers
queries that are more restrictive than a cached query.

3 System Overview

We have developed a prototype system consisting of a database web server and an
active proxy with the active query caching capability. The system architecture,
along with the handling process is shown in Fig. 1. The shaded parts represent
the components we implemented.

In this system, we used a modified version of the active proxy [4], which
was originally developed on the CERN httpd code base [20]. The modifications
included allowing CGI requests with query strings in GET or POST methods
to be cached, and loosening certain security inspections and resource limits on
cache applets. We also used a CERN httpd as the web server. The database
server was the IBM DB2 Universal Database Server V5.2 with a JDBC driver.

As illustrated in Fig. 1, the three components we have implemented are the
query front-end, the query applet, and the query back-end. They reside on the
client side, the proxy (after the proxy gets the applet from the server), and the
web server.

When a user submits a query to the query front-end, the front-end program
will convert the user query into an HTTP request and send it to the proxy. The
proxy then examines the URL to see if it is a cache hit at the proxy. If it is
a cache hit and the server form URL has a corresponding query applet in the
proxy, the proxy will invoke the query applet. Otherwise, the proxy will forward
the request to the web server.
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Fig. 1. System architecture

On the web server, the query back-end program transforms an HTTP request
into a SQL query and sends it through JDBC to the back-end database. The
query back-end program then retrieves result tuples from the database server,
wraps them into an XML file with an XML representation of relational data
proposed by Bos [2], and sends the XML file to the proxy. If the server decides
to send a query applet to the proxy, the query back-end program will send a
query applet header along with the query result.

If a query applet header is sent to the proxy along with the document, the
proxy will obtain the applet from the server and associate it with the server form
URL. The next time the proxy receives a request to the server form URL with
a query, it will invoke the corresponding query applet.

The query applet maintains a mapping between the cached queries and their
corresponding results. When the query applet is invoked upon a request, it ex-
tracts the query from the request parameters and examines its own cache. If the
new query is the same as a cached query, the cached result will be returned; if
the new query is more restrictive than a cached query, it is then evaluated on the
result of the cached query, and new query results are generated and sent back
to the user. Otherwise, the query applet forwards the request to the web server
and caches the query and result from the server before passing the result to the
client.

Note that in practice one HTTP request may be transformed into several
SQL queries or involve more complex operations at the server side. However, the
proxy does not need to know about this because all it sees is single table views
expressed by forms. Also, in our implementation we only deal with XML files,
not HTML files. This scenario is possible in automatic business data exchange
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applications. If HTML pages are needed, servers can modify the query applet
code to generate the HTML.

In our implementation each query applet corresponds to a form URL at a
web server, so it answers all the queries submitted to that form. When multiple
query applets are present at the proxy, each of them manages its own query
cache.

4 Active Query Caching

4.1 Query Caching Scheme

We chose caching at the query level rather than at the table level or seman-
tic region level for a number of reasons. The most prominent reason is its low
overhead, which is crucial to a web proxy. As discussed in Sect. 1, form-based
queries at the proxy are treated as selection queries with simple predicates over a
single table view. This greatly simplifies query containment checking and query
evaluation at the proxy.

Moreover, the query level granularity fits well in the Web context. Firstly,
each query corresponds to an individual user request so that later refinement
queries from a user can be answered easily based on earlier queries. Secondly, if
there are some hot queries during a period of time, many queries can be answered
from the results of these hot queries.

In contrast, table level caching does not seem to apply naturally for proxy
caching. It requires the proxy to get the base data (usually large), store all of
it, translate simple form queries into complex queries on base data, and eval-
uate them at the proxy. This is undesirable in terms of resource consumption,
efficiency, and proxy autonomy. To take advantage of the dynamic nature of
caching, we chose query level caching, which seems more feasible and efficient
than table level caching at this point.

Semantic region caching [7,8] has a finer granularity than query level caching
and has the nice feature of non-redundancy. However, this advantage does not
come for free. The expense of checking overlap among regions, coalescing regions,
splitting queries among regions, and merging regions into the final query result is
a lot more expensive than simple query containment checking and selection query
evaluation. The small size of web query results causes region fragmentation and
constantly triggers coalescence. Finally, it is complex to determine how “current”
a coalesced region is in cache replacement.

4.2 Query Containment Checking

Query containment testing for general conjunctive queries is NP-complete [6].
However, there are polynomial time algorithms for special cases [17]. For our
simple selection queries, which are a special case, we identify a sufficient condition
to recognize subsumed queries efficiently. The worst-case time complexity of our
query containment checking algorithm is polynomial in terms of the number of
simple predicates in the Conjunctive Normal Form (CNF) query condition. The
simple predicates we handle include semi-interval comparison predicates (e.g.,
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Field1 > 5, Field2 <= 3) and SQL string “LIKE” predicates (e.g., Field3 LIKE
’%Java Programming%’).

Table 1. Two simple selection queries

Query1 Query2
SELECT List1 SELECT List2
FROM Table1 FROM Table2
WHERE WhereCondition1 WHERE WhereCondition2

Given the above two queries, Query1 and Query2, whose where-conditions
have been transformed into CNF, we recognize that Query1 is contained in
Query2 (we call Query1 a subsumed query of Query2 and Query2 a super-query
of Query1) if all of the following conditions are satisfied:

– Table1 and Table2 are the same table (or view).
– Fields in List1 are a subset of the fields in List2.
– WhereCondition1 is more restrictive than WhereCondition2.
– If WhereCondition1 and WhereCondition2 are not equivalent, all fields that

appear in WhereCondition1 also appear in List2.

In general the last condition is not a necessary condition. We specify it be-
cause eventually we need to evaluate a subsumed query on the query result of
its super-query. Thus, we must guarantee that the result of the super-query con-
tains all fields that are evaluated in the where-condition of the subsumed query.
So we use the current sufficient condition for simplicity and efficiency. At this
point, our query containment checking reduces to the problem of recognizing if
one CNF where-condition is more restrictive than another CNF where-condition.
The following two propositions further reduce the problem to testing if a simple
predicate is more restrictive than another simple predicate.

Proposition 1. Given

WhereCondition1 = P1 AND P2 AND ...Pm,
WhereCondition2 = Q1 AND Q2 AND ...Qn,

WhereCondition1 is more restrictive than WhereCondition2 if

∀i, 1 ≤ i ≤ n, ∃k, 1 ≤ k ≤ m, Pk is more restrictive than Qi.

Proposition 2. Given

Pk = R1 OR R2 OR ...Rx,
Qi = S1 OR S2 OR ...Sy,

Pk is more restrictive than Qi if

∀v, 1 ≤ v ≤ x,∃u, 1 ≤ u ≤ y, Rv is more restrictive than Su.
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Finally, given two simple predicates F1 op1 c1, F2 op2 c2, it is straightforward
to test whether the former is more restrictive than the latter. Intuitively, F1 and
F2 should be the same field, and the relationship among the two operators op1,
op2, and the two constants c1, c2, should make the first predicate more restrictive
than the second one. For example, “price <= 10” is more restrictive than “price
< 20”.

4.3 Query Cache Management

Since our cached query definitions use the CNF format, we transform user queries
into CNF and store the AND-OR tree format at the proxy. The query cache
consists of these query trees and their corresponding query results. A mapping
table (called the query directory) is used to record the correspondence between
queries and their results. Note that query definitions and their actual results
are stored separately because query containment checking can be done by only
comparing query trees and do not need the actual query results.

There is a choice about whether we should cache the query result of a sub-
sumed query. One argument for caching it is that we may answer new queries
faster on it because its result size is smaller than that of its super-query. The
problem is the large redundancy between this query and its already cached super-
query. Since web queries tend to return a small number of records per request,
we chose not to cache any subsumed queries of a cached query. As a result, the
cache hit ratio is improved because of less data redundancy in the cache.

There are three cache replacement schemes available in our implementation:
LFU (Least Frequently Used), LRU (Least Recently Used), and benefit-based.
The first two are straightforward. The third one is a combination of the other two
in that it uses reference frequency and recency as parameters of the benefit. We
define the benefit of a cached query as a weighted sum of the reference frequency
and the recency. The heuristic behind the benefit metric is intuitive. If a query
was used as a super-query for many new queries, it is likely that it will serve
later queries also. This is a reflection of spatial locality – that the query covers a
hot region of data. If a query was used as a super-query recently, we believe that
it will probably be used as a super-query for subsequent queries soon if users are
doing query refinement. This can be thought as temporal locality.

5 Experiments

5.1 On Excite Query Trace

Many web caching studies have used real traces [3,9,18] or synthetic web work-
loads [1]. However, these real traces or generated workloads usually do not in-
clude CGI script requests or queries. What we really needed was a trace that
recorded user queries to a specific database web server. Fortunately we obtained
a real query trace of around 900K queries 1 over one day from a popular search
engine, Excite [10].
1 In accordance with the notation in [14], a search engine query means a user’s request

of a specific page of the query results of a specific keywords sequence.
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Search engines have their special features that may differ from other database
web servers. The main differences include: their search forms conceptually have
only one column (keywords), their query results are URLs, and these results are
sent page by page upon user requests. Despite these differences, we feel that it is
useful to investigate the effect of active query caching on search engine queries,
because these queries represent web user query patterns to a popular class of
web information sources.

A recent study [14] by Markatos has shown that 20-30% of the 900K queries
in the Excite query trace can be answered directly from cache if the query results
are cached. This caching is equivalent to what we called passive query caching.
We set out our experiments to examine how much more opportunity exists for
active query caching.

We transformed the search engine trace into a SQL query stream on two
columns – keywords and page number and ran it through our query caching
module. All experiments started from a cold query cache. The cache replacement
policy was LRU.

We compared hit ratios of active query caching and passive query caching at
various cache sizes. The legend “20KQ passive” in Fig. 2 means passive query
caching using a cache of 20K queries. Other legends have similar meanings. If
we use the assumption of 4KB per query result page [14], the query cache sizes
of 20KQ, 50KQ, and 100KQ can be roughly translated into 80MB, 200MB, and
400MB correspondingly, while the cache sizes used in [14] vary between 500MB
to 2GB.
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Fig. 2. Query cache hit ratios on Excite query trace

From Fig. 2 we can clearly see that there is much more opportunity for active
query caching than passive query caching. The whole trace of 900K queries has
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29% non-unique queries, which is the upper limit of the cache hit ratio of passive
query caching with a sufficiently large cache. In contrast, we can achieve 45%-
65% hit ratios in active query caching with a small to medium size cache. Notice
that active query caching with a query cache size of 20K queries outperforms
passive query caching with a cache size of 100K queries by a factor of three.

5.2 On Synthetic Data and Queries

No matter how high the cache hit ratios are, they are just part of the story.
To identify the performance implications of our prototype system, we generated
synthetic relational data and query streams for our experiments and measured
actual query response times.

In the following experiments we ran the CERN httpd server and the active
proxy on two Sun Ultra10 300Mhz machines with the SunOS 5.6 Operating Sys-
tem. The DB2 server was running on a Pentium Pro 200MHz PC with Windows
NT Operating System. All machines are in our department local area network
and query caches start cold.

First, we measured the response times of a query stream when the workload
of the database server was varied. We used a stream of 100 queries to measure
the response time when the database server was idle, when it had 6 other clients,
and when it had 12 other clients. The measurements were made with R20, R40
and R60 query streams (RX reads that X% queries are subsumed queries). In this
experiment, a cache size of 10 queries was sufficient to achieve the performance
gain, since we generated subsumed queries immediately after their super-queries.
In practice the cache size should be sufficiently large to ensure that the super-
queries are in the cache when their subsumed queries arrive.
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The response time variation in Fig. 3 shows the impact of subsumed query
distribution on response times with active query caching. Unlike the case without
caching, the query response times with active query caching decrease when the
percentage of subsumed queries increases. For the R40 and R60 query streams,
the response time for the proxy with the cache is better than the case without
the cache, which means these hit ratios offset the query applet overhead at the
proxy. Although for the R20 query stream the response time with caching is
slightly more than the response time without a cache, the proxy with caching
can still share 20% of the workload with the server.

We then measured the breakdown of the time spent by a query at the various
stages in a query applet. We considered the three cases – the new query could
be identical to a query in the cache, be a subsumed query to a cached query,
or need to be evaluated at the server. “Load + Save” refers to the time that
the query applet takes to load the query directory from disk when it is invoked
by the proxy plus the time taken for saving the query directory to disk before
it finishes. “Check + Evaluate” includes the time that the query applet spends
checking the query cache to see if the new query is subsumed by any cached
query, and the time that the query applet spends evaluating the query from the
cache. Finally, “Fetch from server” is the time spent sending the query to the
server and waiting for the result back, if the query cannot be answered from the
cache. The results are shown in Fig. 4.
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The breakdown of the time spent at the various stages in the query applet
shows that even in an intra-departmental network, the time taken to contact the
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server and get the result back is a major portion of the total time. From other
experiments (not shown here) we observed that roughly 40% of the “Fetch from
Server” time was spent at the database server and the remaining 60% was spent
on the network. The time taken to evaluate the subsumed query from the result
of the cached query is considerable. This time was also seen to be proportional
to the size of the result file of the cached query as the file I/O of reading this file
and writing the result back was seen to dominate this time. Within “Check +
Evaluate” the portion of the time taken to check and find a super-query is quite
small. Finally, we see that the time taken to load and save the cache directory is
considerable. This time increases almost linearly with increase in cache size, and
becomes comparable to the time taken to contact the server when the cache size
is 400 queries. This cost would have been avoided if the query directory could
be kept in memory in the active proxy. Unfortunately, this is not feasible in the
current implementation of the active proxy.

6 Related Work

With the increase of dynamic content on the web, researchers have started study-
ing the general problem of caching dynamic content from various aspects. Chal-
lenger et al. [5] have focused on how to efficiently identify and update obsolete
pages in the web server cache. Florescu et al. [11] have proposed a customiz-
able cache system at data-intensive web sites. Our approach complements these
server-side techniques because it addresses the problem in the context of web
proxies and aims at sharing the database web server workload and reducing net-
work traffic. Furthermore, we focused on evaluating new queries on the cached
results while the others just return the cached results on an identical query.

Caching dynamic content at proxies has also been studied in [15] by Smith
et al. Their approach allows web content providers to specify result equivalence
in generated documents so that the proxy can utilize the equivalence to re-
turn a cached result to a new request. However, they do not consider database
query containment or evaluate subsumed query at the proxy. Compared with the
declarative nature and limited scope of [15], the Active Cache scheme provides
a simple and flexible interface to web servers at the price of a possible overhead
associated with the mobile code.

Finally, our active query caching can be viewed as a special case of answering
queries using views [13] if we consider cached queries to be materialized views.
However, these views come and go dynamically because of the nature of caching.
Moreover, as a first step of query caching at web proxies, we only consider
answering a query using one view instead of multiple views and thus reduce the
problem to simple query containment checking.

7 Discussion and Conclusions

In this paper, we have studied active query caching for database web servers. We
have shown the opportunities that active query caching brings through a trace-
driven simulation on real query traces and a prototype implementation. We have
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also identified the performance bottlenecks in the current implementation of the
active proxy framework.

The active proxy made it possible for us to study active query caching at
proxies for database web servers. Nevertheless, since the active proxy is in its
prototype stage and active query caching is a brand-new application of the active
proxy, we learned a few lessons from our experience. One major issue is that the
active proxy does not provide any memory-resident structure for cache applets.
This is not a limitation of the Active Cache protocol but is related to the CERN
httpd proxy implementation. Two factors are involved. One is that the CERN
proxy does not have memory-resident cache. The other is that CERN proxy forks
one process per request and so the cache applet’s memory structure cannot be
directly passed back to the proxy. This limitation had a strong negative effect
on our implementation’s performance. Finally we note that Java in its current
stage does have performance complications in spite of its attractive features of
portability, security, and ease of implementation.

As the first step of active proxy query caching for database web servers,
this prototype is a simple functional system rather than a mature one. There
are many ways that our work can be extended. We are investigating ways of
sharing memory structure between the proxy and the query applet to address the
bottleneck. We plan to utilize indices on the query directory or other techniques
to further reduce the time of query containment checking and query evaluation.
We are also investigating other query caching schemes and cache replacement
policies in this framework.
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